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Abstract

Despite very uncommon, the sequential failures of all aircraft Pitot tube, with
the consequent loss for all dynamical parameters from the Air Data System, have
been found to be the cause of a number of catastrophic accidents in aviation
hystory. Malfunctioning pitot tubes contributed, for example, to the infamous
disappearance of Air France Flight 447 over the Atlantic in 2009: temporary
inconsistencies between the airspeed measurements caused the autopilot to
disconnect, after which the crew reacted incorrectly and ultimately caused the
aircraft to enter an aerodynamic stall, from which it did not recover[21]. This
work proposes an all weather, GPS-free, data-driven and synthetic sensor for
angle of attack and angle of sideslip estimation. This approach consists in an
appropriate selection of input signals and maneuvers aimed to develop a Neural
Network-based estimator to be used online for failure detection. The proposed
approach has been carried out and validated exploiting real flight data provided
by Leonardo S.p.A. Aircraft Division from one of their prototype’s simulator. In
particular, for the purpose of this works, only maneuvers at Mach lower than 0.6
have been taken into account so that transonic effects can be neglected. The
performance of virtual sensor are evaluated for different wind conditions (asbsence
of wind, constant wind, gusts and sinusoidal wind) and several center of gravity
positions in order to preliminarly asses the feasibility of this kind of neural system
in different scenarios. A basic sensitivity analysis is eventually carried out to
evaluate how many and which parameters are really essential for the Neural
Network training. The results confirms the robustness of a Neural Network-based
approach in absence of external wind or with constant wind, but suggest a deeper
analysis to explore the influence of the center of mass and variable wind on the
virtual sensor’s performances.

1 Introduction

The Air Data System (ADS) [15] is a critical component of the conventional suite of
sensors for both manned and unmanned aircraft. The ADS provides direct
measurements of critical flight data as airspeed, altitude, outside air temperature and
aerodynamic angles (known as angle of attack and angle of sideslip) without whom, the
remote piloting and automatic flight could not be possible. Currently, aerodynamic
angles are generally derived from Multi function probes and vanes that are installed on
the fuselage and/or wings. Though these devices are very robust to even extreme
weather conditions, under particular circumstances, some peculiar ice crystals could
obstruct the tiny conducts of the ADS, thus inducing faulty sensor measurements.
Incorrect measures of critical flight data could eventually lead to unrecoverable flight
conditions, such as the case of Air France Flight 447 [21]. Additional causes of crashes
could be related to erroneus coverage of the Pitot tube (AeroPeru 757 [45]), presence of
insects inside the static taps [27] and icing of angle of attack vanes (XL Airways
Germany Flight 888T [14]). Currently, the conventional approach adopted to provide
fault tolerance for flight sensors is based on Hardware Redundacy (HR) [19], that
basically consists in the installation of multiple sensors, measuring the same parameter,
which are continuosly monitored to check their status and compared to highlight



discrepancies and isolate the faulty sensor. The increasing need of both modern
unmanned both manned aerial vehicles (UAVs and MAVs) to reduce the cost and the
complexity of on-board systems, has encouraged the development of executable software
codes which could, whenever possibile, replace the heavy, expensive and cumbersome
physical sensors. This alternative approach is know as Analytical Redundancy (AnR)
[43] and basically involves the use of synthetic sensors, such as conventional state
estimators, Neural Networks, Kalman Filters and/or other predictive models which
provide alternative estimates of the paramenter detected by the real sensor that needs
to be redounded. Recently, an AnR scheme based on machine learning technique has
been proposed in [53] for the failure detection and correction of the airspeed sensor of
an aircraft. Exploiting data coming from other sensors (functionally related to the
parameter associated with the sensor that need to be redounded) as inputs, the
synthetic sensor can estimate the target measurement of the parameter and compare it
with that provided by that sensor under verification. This comparison returns a residual
signal that, if exceeds a detection threshold, declares an alarm status. It is important to
remark as this approach is completly data-driven and does not require any specific type
of aircraft-dependent dynamic mathematical model. More generally, AnR identifies
with functional redundancy of the system. The idea of exploiting software algorithms to
replace hardware redundancy was introduced as soon as digital computers started to be
used in the 1970’s to perform redundancy management. Approaches developed to
detect and isolate faulty sensors were ultimately to become important part of later
control reconfiguration schemes. An example is provided by the Sequential Probability
Ratio Tests that were flight-tested on the F-8 Fly-By-Wire demonstrator in the late
1970’s[55]. Throghout the 1970s and 1980s many papers appeared describing various
algorithms for managing redundant systems and redundant sensors. Nowdays, the very
challenge is to verify if these methods, developed within the academic community, are
ready to be applied to existing industrially-developed UAVs and if they comply with
current certification process.

The all weater, GPS-free synthetic sensor for angle of attack and angle of sideslip
estimation, performed thanks a close cooperation with Leonardo S.p.A. Aircraft
Division and through the use of Information and Data, property of Leonardo S.p.A.
Aircraft Division, is based on Neural Networks (NN) to overcome those shortcomings
related to model-based methods. In the aerospace field, NNs are already used as system
identification devices to indirectly estimate aerodynamic coefficients [47], angle of
attack |48] and sideslip [18] exploiting data not deriving from vanes, differential pressure
sensors and modern multifunctional probes.

Neural Networks, as an emerging discipline, studies or emulates the information
processing capabilities of neurons of the human brain. It uses a distributed
representation of the information stored in the network, and thus resulting in
robustness against damage and corresponding fault tolerance. Usually, a Neural
Network model takes an input vector X and produces an output vector Y in a
deterministic way. The relationship between X and Y is determined by the network
architecture starting through observation of phisical phenomena (training stage). There
are many forms of network architecture inspired by the neural architecture of the
human brain. A major advantage of Neural Networks is their ability to provide flexible
mapping between inputs and outputs. Having a general map between the input and



output vectors eliminates the need for unjustified priori restrictions that are needed in
conventional statistical and econometric modeling. Therefore, a Neural Network is often
viewed as a “universal approximator” i.e. a flexible functional form that can well
approximate any arbitrary function, given sufficient middle-layer units and properly
adjusted weights [58].

In order to evaluate the response of the neural system in different scenarios, the
performance of the hereafter developed virtual sensor are evaluated firstly at varying of
wind conditions in asbsence of wind (Sect. [I1.1]), with constant wind and gusts(Sect.
and and with sinusoidal wind(Sect. and Sect. [12.2)); secondly at shifting
of the center of gravity position (Sect. and Sect. [12.3). For certification
assessment, the virtual sensor should mantain an accuracy within the threshold of
+1.5°. A basic sensitivity analysis is eventually carried out to evaluate how many and
which parameters are really essential as inputs for the Neural Network training(Sect.

and Sect. [12.4).

2 Aircraft reference system

In this section will be presented an overview of the all possible aircraft reference system
that are adopted throughout the whole work.

2.1 Earth-Centered Inertial Frame, ECI

The concept of an inertial frame is of fundamental philosophical importance in the
history of science, evolving from the combined studies carried out by Galileo Galilei
(Italian, 1564-1642), Isaac Newton (English, 1642- 1727), Ernst Mach (Austrian,
1838-1916) and Albert Einstein (German, 1879-1955). Newton conceived of an
“absolute spac” to which is referred the acceleration in his second law. Whenever the
equations of motion are applied, such as the force equations or moment equations, the
acceleration must be measured relative to a Newtonian or Inertial reference frame.
Difficulties in distinguishing between absolute and relative rotation led Mach to
conclude that rotation could only be thought as occurring relative to the matter of the
universe. He further defined inertial frames as those which are unaccelerated relative to
the “fixed stars”. Einstein eventually synthesized the observation by Galileo that a
body’s acceleration in a gravitational field is independent of its mass with the theory of
Newton and Mach to arrive at the so-called principle of equivalence. According this
principle, it is impossible to distinguish instantaneously between gravitational and
inertial force since intertial forces that are measured in a non-intertial frame of reference
are, in fact, gravitational forces exerted by the stars.

The question arises to how one can refer measured forces and motions to an inertial
frame that has physical significance to the problem of navigation in the vicinity of the
Earth.

In fact, the Earth is characterized by a complex motion with respect to each inertial
reference system: the same solar system moves with respect to fixed star, the Earth has
a revolution motion around the Sun and the Earth’s center describes an elliptical
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trajectory in a one year period. In addition, the Earth rotates around its own axis with
a period equal to one day and other slower motions, like precession and nutation,
contribute to add complexity to Earth’s motion.

By the way, in athmospheric navigation problems, a reference frame with its origin in
the Earth’s center and invariable orientation with respect to fixed stars, can be
reasonably assumed as inertial. This approximation is true when the duration of the
phenomenon that is observed is little enough that can be assumed that Earth’s center
has constant speed and motions on large-scale can be negleted .

Since (when applying the equations of motion) acceleration must be measured relative
to an inertial reference frame, it follows that angular velocity and angular acceleration
(such as for a rigid body) must also be measured relative to this frame, as these
quantities directly affect the acceleration.

This reference, known as Earth-Centered Inertial Frame (ECI), is called
Tecr = {O,x,y,2z} and has its zpc; axis oriented along the north pole direction as
shown in Fig. [1]

Geografic north pole

Rotational
axis

~ Equator

Zero longitude
| Zero latitude
|

Figure 1: Earth-Centered Inertial Frame. From “The Different Frames and the Keplerian
Elements”, [54]

2.2 Geografic Frame, n, or North-East-Down, NED

The geographic frame (Fig. [2) is a local navigational frame which has its origin jointed
to the aircraft’s center of mass and its axes always aligned with the three standard
geographic directions: North, East and Down. The down axis, D, is defined to be the
normal to the reference ellipsoid, an analytically defined surface which is an
approximation of the mean sea level gravity equipotential surface, the geoid. The north
axis, N, is in the direction of the projection of the Earth’s inertial angular velocity
vector into the local horizontal plane (the plane which is perpendicular to Down
direction). The east direction, E, eventually completes the right-handed orthogonal set.
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Figure 2: North-East-Down Frame. From De Marco et al.,“Elementi di Dinamica e
simulazione di volo”, [17].

2.3 Wind Axes

The wind axes tern has its origin coincident with the aircraft’s center of mass (G) and
its longitudinal axis x,, oriented positive towards the aeroplane’s velocity direction (V).
The wind axis z, is defined by the intersection between the vertical plane 7, (which
contains V and G) and the normal plane 7, (which is perpendicular to the trajectory
in G) towards positive downward.

The transversal axis is defined in such a way that completes the tern {G, %, Yw, 2w }-
It is remarkable that the transversal axis ¥, is always horizontal. In fact, it is normal to
the plane {G, z, z,} which is, by definition, constantly vertical.

In Fig. is reported a particular case in which the trajectory of the center of mass is
horizontal. It can be noticed that also in a not symmetrical orientation of the aircraft
with respect to the vertical plane x,-z,, the wind axis z, is vertical aligned with the
weight force mg.
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Figure 3: Wind axes tern. From De Marco et al., “Elementi di Dinamica e simulazione di

volo”, [17].

In Fig. is eventually reported an evolution in which the trajectory described by the
center of mass is curved and the aircraft’s orientation is not symmetrical with respect to
7. The wind axis x, is, by definition, tangent to the trajectory and not horizontal
whereas the z, axis is not vertical. On the other hand, as by definition, the wind axis
Yw 18 always horizontal.

In conclusion, the wind axes are a mobile tern with origin in G, orientation that can be
reconstructed only by means of its trajectory and independent of aircraft’s orientation
in the space.

2.4 Body Frame

The body frame (Fig. |4)) constitutes the familiar airplane axes of roll, pitch and yaw and
has its origin at the vehicle center of mass. The longitudinal axis x5 is contained in the
aircraft’s plane of symmetry and is oriented positive towards the bow. The body axis zg
is perpendicular to xp, it belongs to the plane of simmetry and is oriented positive in the
head-feet’s pilot direction. The body axis yp completes the left-handed tern such that
results oriented positive towards the pilot’s right.

Note that the origin of the body frame does not, in general, coincide with the location of
the navigation system.
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Figure 4: Body reference frame. From De Marco et al.,“Elementi di Dinamica e
simulazione di volo”, .

2.5 Body-to-NED matrix of rotation

In order to switch from NED to Body reference frame, three fundamental rotations are
required:

1. ¢ > 0 clockwise rotation about zygp = D: {N, E, D} turns into {z',y/, D};
2. 6 > 0 clockwise rotation about y': {z’, v, D} turns into {z”, v/, 2" };
3. ¢ > 0 clockwise rotation about xp == z”: {z”,y/, 2"} turn into xg, yp, 25;

where 1, # and ¢ are known as Euler’s angles.

X-axis X-axis X-axis X'-axis X-axis X-axis

Rotation about Z-axis Rotation about X'-axis Rotation about Z*-axis

Figure 5: Euler’s angles fundamental rotation. “From 3D Cartesian Coordinate Rotation
(Euler) VI” [2].

Each elementar rotation can be explicited in matrix form respectively as:

x costp  siny 0 x x
y| = |—siny cosyp Of - |y =Cy- |y (1)
11 0 0 1 *1NED *1NED

11



T cosd 0 —sinf] [x] T
yl =10 1 0 |-y =Cy- |y (2)
z|, sin 0 cosf | |z NED Z| NED

3. o
T 1 0 0 T T
y| =10 cosp sing| - |y =Cy- |y (3)
z|, 0 —sing cos¢| |z| ypp z| veD

Thus the gobal rotation matrix C'§ necessary to pass from NED to Body reference frame
can be expressed as:

x 1 0 0 cos 0 —sinf cosyp sy 0 x
y| =10 cosp sing|-| 0 1 0 - | =stny cosy Of - |y
z| g 0 —sing coso sind 0 cost 0 0 1 z| veD
x x
CoCoCly |y =Cg |y
“1 NED *1NED

2.6 Body-to-Wind matrix of rotation

In this subsection it will be determined the matrix of rotation CZ that define the
orientation of 75 with respect to 7.

Yw

Figure 6: Angle of Sideslip (AoS). From Leonardo di Lena et al.,“Meccanica del volo -
parte 1 di 27,[32].

Starting from the situation in Fig. [6 only two fundamental rotations are necessary to
make Wind reference frame be coincident with Body reference frame:

12



1. B < 0 counterclockwise rotation about z, axis that turns {z.,,¥w, 2w} into
{2,y 20 };

2. @ > 0 clockwise rotation about y, = yp axis that turns {2’,yp,z,} into
{7B,YB, 28}

The trasformation matrix that represents the first elementar rotation is

cos(—B) sin(—p) 0 cosff —sinfp 0
Cs = |—sin(—=B) cos(—p) 0| = |sinf cosB O (4)
0 0 1 0 0 1

The situation in the plane of simmetry after the first rotation is then depicted in Fig. [7]

Figure 7: Angle of attack (AoA). From Leonardo di Lena et al.,“Meccanica del volo -
parte 1 di 27,[32].

In order to make the two frames exactly co-incident it is necessary a rotation about yp
by an angle a.. The second elementar matrix of rotation is hence:

cosae 0 —sinao
Co=1 0 1 0 (5)
sina 0 cosa

Thus, the rotation matrix CZ is:
cosacos —cosasinfi —sina
CEB=0, Cy= sin cos 3 0 = C8(a,B) (6)

sinacos 3 —sinasinf  cosa

Once introduced o and [ is now important to verify how these aerodynamic angles are
related to the variables of motion. Starting from

u V
ve, = CBv = |v| =080 (7)
w 0

where V' is the absolute value of v, and can be expressed, from Eq., as
u? + v? 4+ w?.
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Solving Eq[7], components of v, can be thus related to aerodynamic angles as:

u =V cosacosf
v=Vsinf (8)

w ="V sinacosf

Dividing the first with the last equation of system it is obtained:

w
tana = —
u
a = arctan = (9)
u

The analytic expression for § can be directly found from the second equation of system

(8) as

v
= = 10
f = arcsen % (10)

Hence, known the velocity components of the centre of mass in 75, using relations @D
and is possible to compute directly the aerodynamic angles v and £5.

2.7 Computation of Vyrp components using GPS data

The most natural and convenient way to specify the inertially determined position
relatively to the Earth is in terms of system geocentric position vector, r. The use of
the geocentric position vector is particularly appropriate as the gravitational field
compensated accelerometer outputs are proportional to the second time derivative of
the inertially referenced geocentric position vector. As can be seen in Fig. [§] the
inertially referenced geocentric position vector is given by:

r! = {rcosL.cos\,r cosL. sin\,r sinL.}

where 1 is the geocentric position vector, L. the geocentric latitude and A the celestial
longitude.

From the same figure it can be seen that the expression of the geocentric position vector
in the geographic frame is
r* = {—rsin D,0,rcos D}

where D = L — L. is known as deviation of the normal and L is the geographic latitude.
The geocentric position vector can be written in terms of the geocentric Earth radius rq
and the altitude above the reference ellipsoid as

r=rg+h

Since
ryy = {—rosin Dy, 0, rocos Dy}

14
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Figure 8: Coordinate frame geometry. From Kenneth R. Britting, “Inertial Navigation
Systems Analysis”,[12].

and
hN = {0,0, —h}

Then, the geocentric position vector can be also given by:
" = {—rgsinDy, 0, —r¢cosDy — h}

The magnitude of the geocentric position vector is found to be

r=/(ro + h)2 — 2hro(1 — cosDy)

Factorization of (rg + h) yields to

. \/(7‘0 ) {1 _ 2hro(1 — cosDy)

(7”0 + h)2

On the other hand, as the quantity (1 — cos Dy) ~ D3/2 to an accuracy greater than 1
part in 10%, the expression above can be expanded in series so that
hroD3 h*r2Dg

— h— _
CE O T e+ ) 8o+ h)?

For aircraft altitudes, it can be showed that the error involved in evaluating the geocentric
radius magnitude with the expression

T:T0+h

is less than 1 ft.
The deviation of the normal is defined as the angle between the geocentric and geographic

verticals, that is,
D=L-1L,

15
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Figure 9: Earth radius altitude. From Kenneth R. Britting, “Inertial Navigation Systems
Analysis” ,[12].

Applying the law of sines to the triangle bounded by the geographic and geocentric radii
(Fig. [9) it is obtained:
sinD  sin(m — L)

k2, r

where

o k=4/1— r—é is the eccentricity of the reference ellipsoid
e 7. is the the equatorial Earth radius (semimajor axis)

e 1, is the polar Earth radius (semiminor axis)

e 1. is the equatorial projection of the Earth radius vector

[

Given the approximation r = ry + h and that the equatorial projection of the Earth
radius vector is
T = 19cos L

using L. = L — Dy, it can be written:
ze = 1o(cos L cos Dy + sin Lsin Dy)
Finally the eccentricity is related to the ellipticity by the relationship

k2:26(1—§>

where the ellipticity is defined as

Te
Substituting one expression into other yields to

To

. 92 .
sin“L sin D
To -+ h 0

D = ergr—io—h <1 — g) sin 2L cos Dy + 2e (1 — g)

Evaluating this expression at h = 0:

Dy =esin2L +¢

16



where
Dy = —(€?/2)sin 2L + 2¢*sin 2Lsin® L + ... < 1.6arc — sec

The Earth radius vector, for the purpose of the inertial navigation computations, is
defined as the vector extending from the center of the Earth to the surface of the refernce
ellipsoid. Since the reference ellipsoid is a solid of revolution, it is only necessary to work
with the meridian plane equation given by:

2 2

xe l’p_
—2+—2—1
Te T

where 12 = rq cos® Loy and 27 = 7§ sin® Le, so that it yields to

2
Tp

T 1- [1 — (rp/7e)?] cos? Ly

2
T

As the bracketed quantity in the expression above is the square of the eccentricity of the
ellipse, this latter can be expanded in series, yielding to
- 1 k_g 2 3.4, 4 RETI
0o="p | 1+ —cos” Lo+ —k"cos” Lo + —k’cos” Loy + ...
2 8 16
Noting that £%/2 = e(1—¢/2) and L,y = (L — D), the L. terms can be expanded so that
the expression for ry becomes

2

13 )
To =T, {1 + g(l + cos(2L) + % (Z + 2cos(2L) — 2 cos(4L)) + ]

Remembering that the relationship between the polar and the equatorial radii is given
by
r, =1.(1—€)

it is finally obtained

ro =Te [1 — g(l —cos(2L)) + 15—662(1 —cos(4L)) — }

where r9 can be approximated as
To = Te (1 — e sin? L) (11)

making an error on the order of 150 ft, assuming that r. can be precisely specified.

The primary measurements on which the navigational computations are based are the
accelerometers measurements. These measurements are either assumed to be
coordinatized in the desired computation frame, which is the case for the local vertical
and space stabilized platform systems.

The geographically referred Earth velocity vi¥ = {vy,vg, vp} is, by definition:

A o
v & CRi®

17



It is observed, from the matrix form of the theorem of Coriolis, that:
iE — CE [r'l - (Q}Erl)]
So that, in geographic coordinates the equation above becomes:
v =N QN e
or, in component form:
v = {ry — rpL, —(rpcos L + ry sin L)l, rp + TNL}
Now, remembering that the geocentric position vector is given by
N = {—rysin Dy, 0, =79 cos Dy — h}

differentiating r™ and substituting into equation of Coriolis’ theorem, the NED velocity
vector components are finally obtained:

vy = (rocosDg + h) L — 7y sin Dy — 19Dy cos Dy

vg = (rgcos Ly + hcos L)l

vp = —h — rycos Dy + roDgsin Do — roLsin Dy

2.7.1 The World Geodetic System

The World Geodetic System (Fig. is a standard for use in cartography, geodesy, and
satellite navigation which includes the definition of fundamental and derived constants
of the coordinate system, the ellipsoidal (normal) Earth Gravitational Model (EGM), a
description of the associated World Magnetic Model (WMM) and a current list of local
datum transformations [1]. Its latest revision is WGS84 established in 1984 and last
revised in 2004.

The coordinate origin of WGS84 is meant to be located at the Earth’s center of mass
with an uncertainty that is assumed to be less than 2 cm.

The WGS84 meridian of zero longitude is the IERS Reference Meridian, 5.3 arc seconds
or 102 metres (335 ft) east of the Greenwich meridian at the latitude of the Royal
Observatory.

The WGS84 datum surface is an oblate spheroid with equatorial radius r, = 6378137 m
at the equator, flattening f = 1/298.257223563, gravitational constant (mass of Earth’s
atmosphere included) p = 3986004.418 - 10®m?3/s and angular velocity of the Earth
w = 7292115 - 105 rad/s.

This leads to several computed parameters such as the polar semi-minor axis
r, = a(l — f) = 6356752.3142m, and the first eccentricity squared
e? = 6.69437999014 - 1073.

Since 2000, the use of WGS84 is compulsory as standard for aircraft navigation.
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Figure 10: WGS84. From “World Geodetic System” [1]

2.8 Strategy for computation of aerodynamic angles in presence
of external wind

From the mechanic of flight, inertial (GPS), body and wind velocities can be related as:

Vaps = Ve +V, (12)
A Vi
PR -
C.G

Veps =Vp— Y =0

Figure 11: Graphical representation of Eq[12]
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Intuitively, it can be imagined an aircraft that moves with a certain velocity Vi which
encounters an adverse wind equal in its absolute value to Vg: the velocity of the vehicle
with respect to an observator located on the Earth is equal to zero but is not null if
considered in its aerodynamic frame where the wing develops lift.

Rewriting the equation above in geographic coordinate system yields to:

Viep = <‘/79>NED + <‘ZU>NED
where:

VNep = [Vn, V&, VD]T
Vi = [u, v, w]"

V_ju = [uun V), ww]T
<V;>NED - Cngg

Taking into account their absolute value yields to:

Ve =V

[Vars| = [Vazn| = V3 + V2 + V2
Vil = [Vwgp| =V
Whege Vs obtainedqfrom the éir Data System and Vygp is provided by GPS.
If |Vw| < 1m/s = Vg = CgVNED.
Aerodynamic angles can be approximated as seen in Eq[J] and EqJI0] respectively:
wp

a = arctg —
up

v
b = arcsin L

v
Otherwise, if |V,,| > 1m/s the approximation above is no longer valid as the inertial
axis are no more coincident with aerodynamic axis: o and § must be then computed as
Neural Network outputs.

The process is summarised in Fig. [12]
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Figure 12: Block diagram for computation of aerodynamic angles

3 Six degrees of freedom model

Six degrees of freedom (6 DoF [49]) refers to the freedom of movement of a rigid body
in the three-dimensional space (Fig. . Specifically, the body is free to translate
(forward /backward, up/down, left/right) along three perpendicular axes (often named
as normal axis, transverse axis, longitudinal axis) and change its orientation through
rotation about them.

According to 6DoF model, there are three basic rotations an aircraft can make:

e Roll= Rotation about x-axis

%
\ Y.u
X, u L,p

N, r
\{izjw
z

Figure 13: Six Degree of Freedom model for a generic A/C. From Matthew M. Peet et
al., “Spacecraft and Aircraft Dynamics”,[49).
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e Pitch= Rotation about y-axis
e Yaw= Rotation about z-axis

Each rotation in a one-dimensional transformation and any two coordinate system can
be related by a sequence of three rotations.

Forces and moments have standard labels too.

In particular, Forces are referred as:

e X, Auxial Force= Net Force along the positive x-direction
e Y, Auxial Force= Net Force along the positive y-direction
e 7/, Axial Force= Net Force along the positive z-direction

On the other hand, Moments are intuitively called:
e L. Rolling Moment= Net Moment in the positive p-direction
e M, Pitching Moment= Net Moment in the positive g-direction
o N, Yawing Moment= Net Moment in the positive r-direction

Newton’s Second Law tells us that for a particle that moves with inertial velocity ‘7},
stands the relation:

ﬁ:;ﬁ;:m%v}

That is, if F = | Fy, F,, F,] and V= [ur, vr, wy], then:

dul

F,=m—1
o

dU]
fo=mgy

dw;

F,=m—2*
ot

It is relevant to remark that Newton’s Second Law is only valid if F and V; are defined
in an inertial coordinate system that is, as defined in the Sect. 2.1}, a coordinate system
which is not accelerating or rotating.

If a force F is exerted on a point mass m that is at a distance r from a pivot point, an
analogous equation to Newton’s Second Law which involves torque and rotational motion
is obtained. Extending the analysis to rigid bodied by integrating over all particles leads
to: p

M = Z M; = —H

In which H = f (rc_;x v_;) dm is the angular momentum.
Angular momentum of a rigid body can be found as
H = 1,

Where w7 = [pr, 41, T[]T is the angular rotation vector of a body about its center of mass
defined in a Inertial Frame. In particular:
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e p; is the rotation about the intertial x-axis
e ¢; is the rotation about the intertial y-axis
e r; is the rotation about the intertial z-axis

The matrix I is the Moment of Inertia Matriz, defined as:

I:m: _Imy _Ixz

I=\-1, I, -1,
_Iz:c _]zy ]zz
In which, by definition:
Loy = Tye = [ [ [ (ay) dm Lo = [ [ (62 +22)dm
I.=1L,= [ [ [(xz)dm L,= [ [ [ (a*+2z*)dm
[yz:[zy:fff(yz)dm [ZZ:fff(x2+y2)dm
So that
HZ‘ le’ _[:(:y _[xz pr
Hy = _[yx [yy _Iyz ar
Hz _[zx _[zy [zz rr

The moment of inertia matrix, I, is fixed in the body-fixed frame while the Newton’s
Second Law only applies for an inertial frame. If the body-fixed frame is rotating with
the rotation vector & = [p, ¢, r ] then, for any vector k: its derivative d k in the inertial
frame can be expressed as:
dk
T odt
I B

aF
dt

—

+w><l_5

Specifically, the Newton’s Second Law becomes:

. dv .
B
and similarly for rotational motion:
~ dH
M= — o x H
It +w
B
Thus, combining the relations got so far:
Fx U:] _Zi‘ ?j 2 U[+qu—TU[
Fyl =m V7| +mdet |p q r | =m|v+ru—pwr (13)
F, Wy (ur v wy Wr + pur — qug
and .
L [x:r _Imy [a:z p Ixm [xy [zz p
M - _Iy:B Iyy _Iyz q + Q_j X _Iym Iyy _Iyz q
N _]z:c _[zy Izz ] T ]zz ]zy ]zz r
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Imcp - [Iyq - [xzf“ + q (_p[xz - quz + T[ZZ) -Tr (_pjly + q[yy - rIyZ)

= | — :chp + Iyyq - [yz"; - P <_p[:pz - quz + T[zz) +r (p[zx - q[xy - 7a[xz) (14)
- :rzp - Iyzq + Izzr +p (_pjxy + q]yy - T]yz) —q (plmm - qlxy - r]mz)

As for an aircraft there is simmetry about the x-z plane, stands out the approximation
I, = I,. = 0. The final expression for Forces and Torques simplifies as follow:

Fz ’U:[ + qwr — ruy
Fy| =m |v; +rur — pw; (15)
F, Wy + pvr — quy
and
L ]:ca:p - ]xz'r - qp]:cz + qr[zz - Tq]yy
M| = | Ly +p*L.. —prl., + rply, — r*l,, (16)
N - :Ezp + Izzf +pq[yy - QPI:M: + qTIxZ

Thus, it can be stated that
e Traslational variables (us, vy, wy) depend on rotational variables (p, g, r);

e Rotational variables (p, ¢, r) do not depend on traslational variables (u, v, w);

4 Air data system

ADS has to provide pilots, FCS’s and other on-board systems with several quantities
derived from external air flow measurement through signals from aerodynamic and
thermodynamic probes. Exploiting these air data probes, several measures are derived
from the air surrounding the aircraft and then, through dedicated trasducers that are
integrated into the Air Data Computer (ADC), converted in electrical signals. Through
correction algorithms inside the ADS, local sensor measurements are calibrated and
converted into free stream data. Then, electrical signals coming from trasducers are
calibrated and eventually processed to calculate all the required parameters. As ADS’
are critical for aircraft, in order to comply with safety regulations for airworthiness
certification, are generally redounded two or even three times for specific safety
requirements. This is particularly true for modern UAVs intended to carry out aerial
work over populated areas: in case like this airworthiness regulations can even be
stricter than those applicable to manned aircraft.

Air data probes and sensors, that are largely discussed by Gracey [23] and Wuest [24],
measure directly air data parameters from air surrounding the aircraft.

In particular, these quantities are the static pressure (ps), the total pressure (pg), the
total or static temperature (Ty or Ty respectively) and air flow angles with respect to
aircraft body fixed reference axis. From the static pressure is possible to compute the
barometric height, H.

The total pressure, in addition to the static pressure, is used to calculate the relative
velocity between the aircraft and the external air flow, known as indicated, calibrated or
true airspeed (IAS, CAS and TAS respectively). Through the dynamic pressure
(oo,m = 3pV?) is then possible to calculate the TAS referred to sea level conditions.

TAS = [ Hem.
PSL
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Once the dynamic pressure measure is corrected from calibration errors, under
incompressible fluid hypothesis, the IAS can be converted into calibrated air speed as

CAS = ,/2‘1—“’.
PSL

Eventually, using a temperature sensor to measure the actual value of air density, the

true air speed can be calculated as
2¢c0
TAS = /==,
Poo

The CAS, or IAS, are fundamental for piloting and controlling the aircraft, while the
TAS is important for navigation purposes.

The Mach number is obtained from static and total pressure.

Air flow angles are direct measurements, of the local angle of attack, «, and angle of
sideslip, 8. Typically, the angle of sideslip sensing is operated by vanes as for angle
of attack «, or less used, exploiting differential static pressure measurements from the
two aircraft sides and by means a calibration law which convert the differential pressure
measurement in the angle of sideslip calculation. Since the aircraft is symmetric with
respect to x-axis, the expression for § can be semplified as

B = Ks(ps.. = Ps,r), (17)

where Kz usually is function of angle of attack, Mach number and also sideslip itself to
take into account the non linear aerodynamic effects of fuselage nose which occur at high
attitudes and in presence of high lateral wind.

It’s important to remark a particular issue related to angle of sideslip. In fact, on civil
aircraft AoS is generally not calculated because it is a trivial information for pilots in
order to control the vehicle. On the other hand, for some fast-dynamics aircraft, such as

Figure 14: An example of unmanned flying wing vehicle. The UCAV Boeing X — 45
military ones, the angle of sideslip (and also the angle of attack in some cases) is used by

FCS for stability and augmentation purposes. The same issues are related to UAV, where,
due to the absence of human pilots on board, a big amount of information are needed
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by FCS to fly automatically and safely the aircraft. For unmanned intrinsically stable
flight vehicles the angle of sideslip is especially required for landing and takeoff phase
in cross-wind. For unstable UAVs, e.g. on flying wing models, the angle of sideslip is
required by the control system, because of lack of stability on the vertical axis according
to their peculiar aerodynamic configuration. Several unmanned unstable models exist
such Unmanned Combat Air Vehicles (UCAVs) Boeing X — 45 (see Fig. [14), Dassault
nEUROn and Northrop Grumman X — 47.

4.1 ADS state of the art

In this section, will be outlined typical ADS architectures for both civil and UAV
applications and exposed their main differences. Initially, ADS intended for current civil
aircraft will be presented, where parameters as IAS, TAS, barometric height and Mach
number are strictly required for navigation and control. Though the angle of attack is
always measured, this information is not usually displayed to pilots but it is only used
by the stall prevention system to warn in case of incoming aircraft stall. Secondly, ADS
for UAV applications will be presented, where the IAS, TAS, Mach number, barometric
height, angles of sideslip and attack are required by the flight control system for
automatic control.

In order to give an idea of how ADS’ could be designed, several configurations will be
presented using realistic (but not actual) architectures. Indeed, the purpose of these
following representation is only to compare pro and cons of designed architectures using
both off-the shelf and state-of-the-art sensors.

A simplex standard civil ADS configuration for stable aircraft, is illustrated in Fig. [15]
The word standard, when referred to ADS, is used to indicate the use of off-the-shelf
sensors and ADC. The Pitot tube measures the total pressure, the left and right flush
ports sense the local static pressure and are pneumatically averaged together to
minimize sideslip effect (commonly for § < 10). Tipically, the angle of attack, «, is
measured using vanes, while the air temperature is obtained from dedicated Static Air
Temperature (SAT) or Total Air Temperature (OAT) probes. Besides, even if the angle
of sideslip, £, is not required by the majority of civil aircraft, it could be measured, for
example, using an additional vane. All measured data are converted into electronic
signals and then processed by the ADC in order to be converted into known quantities,
such as TAS, TAS, barometric height, Mach number and angle of attack,a. In few cases
only, such as military or unstable aircraft, the angle of sideslip, (3, is provided as well.
Some simplifications can be introduced in the standard architecture of Fig. if
state-of-the-art, or advanced, probes are used instead of the standard ones, as depicted
in Fig. [16] Basically, advanced probes are multi function probes able to measure three
quantities using only one external sensor: total pressure, static pressure and one or two
flow angles. Several models exist, such as the integrated Goodrich SmartProbe® used on
some Embraer business regional aircraft and on Airbus A400M, the MFP (which is a
self-orienting cone) manufactured by Aerosonic Corp. used on Leonardo M346 and the
self-orienting probe manufactured by Thales (which is a flow angle vane with pressure
ports for total and static pressure sensing) used on the Dassault Rafale and on EF2000
(lincesed to Marconi Avionics by Thales). All these probes are integrated with an
electronic box (Air Data Unit, ADU) incorporating: pressure and position transducers,
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Figure 15: A realistic standard ADS architecture for civil aircraft. The red line represents
the total pressure lane, the blue lines stand for the static pressures which are actually
connected, the green represents electrical signal. From Angelo Lerro,“Development
and Evaluation of Neural Network-Based Virtual Air Data Sensor for Estimation of
Aerodynamic Angles”,[38].

computing and self-test capability thus eliminating the need for a central ADC and the
need for pressure tubing running along the airplane, as described in Fig. and it will
be referred in this work as advanced ADS. In general, each aircraft is provided with a
particular ADS architecture to respond to peculiar requirements. Actually, another
state-of-the-art architecture, which exploits nonobtrusive sensors, is used by hypersonic,
stealth, and some research aircraft for their specific purpose. This system, known as
Flush Air Data System (FADS [5]), consists of multiple flush pressure ports distributed
on aircraft surface,especially on the nose . An ADC, or a FCC, processes the pressures
and returns a complete set of air data as depicted in Fig. [I7 For this purpose,
equations for potential flow around a sphere are used and then corrected, with
calibration coefficients, for nonpotential and nonspherical flow. In general, FADS
measures more pressure than the minimum required for the air data state: it is then
referred as an overdetermined system. This allows to exclude by calculations any
inaccurate pressure readings, therefore improving its robustness with respect to other
ADS presented in this section. Furthermore, FADS is also used by some special
aerial-space research vehicles, such as the Lockheed Martin X — 33 , which use to their
own calibration algorithms to convert the raw pressure measurements into requested set
of air data.

In the next future, another class of nonintrusive sensor may be used, the optical
airdata sensors. These sensors use lasers to measure the speed, flow angles and
temperature of the air. They only need a flush window in the airplane for the laser
equipment.

Leaving behind ADS’ for civil and military piloted airplanes, those for automatic
control and navigation of any kind of aircraft, manned or unmanned, stable or unstable,
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Figure 16: A possible advanced ADS architecture for civil aircraft. The red lines
represents the electrical output signals. From Angelo Lerro, “Development and Evaluation
of Neural Network-Based Virtual Air Data Sensor for Estimation of Aerodynamic
Angles”,[38].

require the following complete suite of air data

{p07 Ds, Ts or T07 a, ﬁ}

In order to safely fly along the entire flight envelope, from take-off to landing,
unmanned aircrafts require the complete air data set. At present, UAVs usually are
equipped with air data boom (represented in Fig. which provides a complete set of
air data. It can be built starting from a common nose booms or five-hole probes [31].
The air data booms usually represent on UAV the primary and the sole ADS for their
ability of measuring free stream air data not requiring any calibration algorithms, and
for its installation simplicity. For these two reasons this kind of ADS often operates as
calibrating system and hence it is indicated as flight test air data system. Though the
air data boom solution shows large advantages, on the other hand it has relevant
interference with the camera field of view and make the air data boom not completely
feasible to be redundant on UAV.

First of all, a possible ADS for unmanned flight vehicles, based on standard probe
technology, is depicted in Fig. very similar to that presented in Fig. with the
addition of another static pressure sensor which allows to calculate the angle of sideslip,
B, using left and right static pressure difference in . Though this architecture (the
group of probes, sensors and ADC) has the big advantage to be economic, it requires a
lot of external sensors mounted on the fuselage, and therefore it is not very convenient
to redound this system for modern UAVs.
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Figure 17: FADS architecture. The red line represents the electrical output signal,
the blue lines represent static pressures lanes. From Angelo Lerro, “Development
and Evaluation of Neural Network-Based Virtual Air Data Sensor for Estimation of
Aerodynamic Angles”,[38].
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Figure 18: A standard ADS boom architecture for UAV aircraft. The red line represents
the total pressure lane, the blue lines stand for the static pressures which are actually
connected, the green represents electrical signal. From Angelo Lerro,“Development
and Evaluation of Neural Network-Based Virtual Air Data Sensor for Estimation of
Aerodynamic Angles”,[38].
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Figure 19: A possible ADS architecture for automatic control and navigation using
standard probes. The red line represents the total pressure lane, the blue lines are for the
static pressures, the green represents electrical signal. From Angelo Lerro, “Development
and Evaluation of Neural Network-Based Virtual Air Data Sensor for Estimation of
Aerodynamic Angles”,[38].

The last ADS architecture, presented in Fig. [19, can be simplified to a great extent
using advanced probes. Indeed, a possible advanced ADS for UAVs, able to provide a
complete set of air data, is represented in Fig. 20} In this latter case, the multi function
probes are adequately mounted on the nose of the aircraft on opposite sides to sense
correctly the angle of attack, in addition to left and right static pressures and two total
pressures. Even if redundant measures of o and F, are not required for a simplex
system, the two measures of static pressure are necessary to calculate correctly static
pressure when 8 # 0 and fundamental to be used in in order to calculate the angle
of sideslip, 8. Clearly, since one of the multi function probe works only as static
pressure source, it could be easily replaced with a standard static port. Even if it is a
possible solution, it will not be taken into account here since it only reduces the overall
ADS costs that, in this work, are approached only in a qualitative way. Actually, the
advanced system results always more expensive than the standard one of Fig. on
the other hand it allows to reduce the number of external probes from 5 to only 3 (two
multi function integrated probes and and one temperature sensor). To outline all
possible ADS’ for UAV and better remark their relative differences, in Fig are
depicted three possible solutions for ADS’ with as many different technologies: air data
boom, classic or advanced ADS’. The temperature sensor is here not represented since
it operates on each system. In order to comply with current safety requirements, one of
ADS represented in Fig. which is able to provide the complete set of air data, need
to be physically duplicated, or even triplicated, to let UAVs fly in common airways to
carry out aerial works. For this reason, the air data boom of Fig. is not suitable
to be redounded since it interferes with electro-optical sensors, as stated before.
Although the ADS which exploits standard probes (Fig. [21(b)]) can be easily duplicated,
the large number of external probe required leads to mounting positions related issues.

Since the ADS system is very complex, the use of advanced probes (Fig. 21(c))) permits
to redound the system using less external probes than the standard ADS, but with
higher costs. As usual in the engineering field, the best solution is that which represents
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Figure 20: An advanced ADS architecture for automatic control and navigation. The
red lines represents electric signals. From Angelo Lerro, “Development and Evaluation
of Neural Network-Based Virtual Air Data Sensor for Estimation of Aerodynamic
Angles”,[38].

(a) Air data boom (b) Standard ADS (c) Advanced ADS

Figure 21: Possible ADS architecture according to current air data technologies. From
Angelo Lerro, “Development and Evaluation of Neural Network-Based Virtual Air Data
Sensor for Estimation of Aerodynamic Angles” [3§].
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the best trade-off: the redundant ADS design is always a choice of compromise between
technical requirements, performance and costs.

In this context, the introduction of a software-based synthetic sensor to redound
physical sensors may represents a efficient way to save external sensors with all the
related benefits that will be discussed in the following section.

5 Synthetic Sensor Design

In this Section the virtual sensor will be presented, from its first concept till its final
version.

The virtual sensor concept was born after studying some ADS multi-probe architecures
proposed for MALE (Medium Altitude Long Endurance) applications and later
realizing that a fully suitable architecture was not available on the market for this kind
of aircraft due to their intrinsic complexity when redundant systems are required.
Indeed, some technological issues exist: for example, the need to keep costs low, which
is an important driver in the UAV market, often opposites the need to make innovation;
besides, the need to keep the aircraft weight down in order to increase the payload
capability in terms of weight and volume, usually opposites the certification regulations,
which request redundant systems for safety reasons. For what concerns ADS, many
other issues exist. It’s remarkable, for example, that most of ADS sensors need to be
installed in the forward part of the UAV fuselage, which is already taken up by payload,
avionic equipment, radomes, antennae and opto-electronic sensors specific for the
aircraft mission. Another big issue is represented by the so called bird strike event.
Indeed, since the reduced size of UAV it is usually diffucult to assemble several external
air data probes or sensors adequately spaced out to comply with bird strike
certification. Therefore, in light of these, and other minor, considerations, the needs of
reducing actual sensors emerged as a primary importance issue and the virtual sensor
concept was conceived. Since both total and static pressure may be calculated using
standard Pitot-static tubes, a big simplification (see Fig. to ADS architecture
may come from the use of virtual sensor for aerodynamic angles estimation. Therefore,
in this work, the virtual sensors are developed for aerodynamic angle estimation with
the aim to be used both as primary source of data both as stand-by system to be used
for voting and monitoring purposes, decreasing the level of redundancy.

At the beginning, very few design requirements were set to bound and drive the project,
as follows

e it must have comparable performance with current actual sensors: maximum errors
within +1.5 deg;

e it must be run in few milliseconds on real FCC, in order to work in real time;
e it may use all data available at the FCC as other inputs.

A tolerance band of +1.5 deg has been defined according to experience gained in
Leonardo S.p.A. Aircraft Division and it is due to three main contributions: error of
current angle vanes, which is within £0.4 deg, error due to calibration algorithm, which
is within 4+0.3 deg, and error from the installation, which is within +0.3 deg. Each of
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the three error contributions could be further expanded in sub-contributions, but it goes
beyond the goal of this work.

The most important peculiarity of a synthetic sensor is that it provides indirect
measures of aerodynamic angles whereas all other sensors built until today measures
aerodynamic angles directly through some pressure measurements from the airflow
surrounding the aircraft. Hence, an innovative way to estimate aerodynamic angles was
required in order to replace physical sensors exploiting the flight data already measured
on-board, such as inertial data. Eventually, a synthetic sensor could be based on an
aircraft model or on neural network: our choice fell to the second option and the
reasons of this decision are exposed in the following sections.

5.1 Project Requirements and Objectives

A neural network based processing system has been proposed because it’s an easier to
implement and more stable alternative with respect to model based techniques.

As far as mathematical model based technique concerns, an aircraft model is required in
order to define the state vector, its derivative, and hence its ODEs to be solved to
obtain the desired measures of acrodynamic angles. Modeling a very complex system,
like an aircraft is, will always introduce some discrepancies with the real-world system.
Indeed, building a reliable aircraft mathematical model is quite intricate: generally the
aircraft model and its subsystems, are approximated and it may require several tuning
iterations after comparison with actual flight test data. In view of these considerations,
neural networks can be more useful than model based technique. Indeed, neural
networks allow to model a real-world system without any information about the
dynamic model, just exploiting observed input and output patterns. On the other hand,
it is worth to be remarked that a knowledge of actual system analytical equations,
which describe its working and evolution, extensively helps engineers to better design
the neural network.

Besides, even if a very accurate aircraft mathematical model is available, the virtual
sensors is needed to be run in real time mode: indirect measures of aerodynamic angles
need the aircraft model to run in very short time, of the order of magnitude of
milliseconds, on actual FCC, which are much slower than modern personal computers.
This issue represented a big problem to be solved at once, using model based technique.
In addition, programming a mathematical model on aircraft FCC is not a simple task
due to time consuming recursive methods to implement, and for safety reason which
always suggest to avoid sub-iterations to converge at each time step, when it is possible.
On the other hand, whatever complicated neural networks could be, they simply reduce
to matrix calculation using particular activation functions. Hence, neural nets overcome
the drawback of time consuming software and the presence of inner loop.

The main drawback of virtual sensor with respect to model based technique is
represented by the meaningless of network weights, whilst coefficients of aircraft
mathematical models have always physical meaning. This is a crucial aspect of virtual
sensor in real life operations. For instance, consider the changing of the aircraft center
of gravity (CG) by simply relocating the payload. In order to maintain the same virtual
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sensor performance, the neural network should be retrained with the new weight and
balance configuration. On the other hand, if a mathematical model is used, changing
the CG is a very simple operation. Therefore, it clearly comes out as very slight change
in the aircraft configuration could degrade the virtual sensor performance and, at least,
it must be investigated, also using a simulator, to avoid un-expected errors.

The correct construction of a neural network needs that the training set accurately and
adequately represents the function which is meant to be learned, as described in [6.5
For this task, several maneuvers at different speed are required in all possible flight
scenarios (flap extension, still or turbulent air, and so on) in order to cover the entire
flight envelope. Obviously, this is not realistic, and the number of sample maneuvers,
and thus training data points, will be reduced to be managed by a common workstation,
as will be described later. Moreover, the optimum architecture and degree of training
has to still be determined heuristically during the training process and not a priori.

In conclusion, the characteristics of neural networks match initial requirements better
than model based technique and this is the reason why they were selected to develop
the virtual sensors.

5.2 Trade-off: Advantages and Drawbacks

All presented ADS solutions in section are realistic layout considering sensors
available on the market. Since the basic set of air data is required in any aircraft
equipped with autonomous control system, the issue is how to design the ADS
according to the desired type of sensors. In this section an analysis on each system,
presented in section [4.1] will be carried out in order to highlight some advantages and
drawbacks of each one, and better compare the virtual sensor with respect to the actual
ones.

The system depicted in Fig. has the enormous advantage to be made up of very
consolidated technology and available on the market by several manufacturers. The
main drawback is the number of external devices with consequent complexity due to
wirings, piping and mechanical constraints.

An advanced ADS presented in Fig. let engineers to save two external sensors, but
the most of these sensors need to be installed in the front part of the fuselage that could
be a problem for some UAVs. Even if the cost evaluation goes beyond this work, it is
clear that such a system could be more expensive than the first one.

Since FADS’ (described in Fig. are more complicated than other architecture
mentioned here, they are suitable for very particular application where a flush system is
the only technological solution that can be followed. The virtual sensor can be used in a
realistic architecture as depicted in Fig. carrying the following advantages with
respect to other modern architectures:

e save external actual sensors and related costs;
e save weight;
e save space onboard;

e cut emissions (mainly for anti-icing purposes).
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Figure 22: A possible ADS architecture using virtual sensors for aerodynamic angles
estimation based on neural network. From Angelo Lerro,“Development and Evaluation
of Neural Network-Based Virtual Air Data Sensor for Estimation of Aerodynamic
Angles”,[38].
Moreover, it is clear that comparing ADS of Fig. [22(b)| with all other possible current
ADS represented in Fig. [21], can be easily redounded. In fact, as Fig. [23]shows, a realistic

triplex ADS architecture can be simplified a lot introducing virtual sensors for o and £,
saving at least nine external off-the-shelf probes: six static flush ports and three o vanes.
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Figure 23: Realistic triplex ADS architecture using, or not, virtual sensors
for aerodynamic angles estimation based on neural network. From Angelo
Lerro, “Development and Evaluation of Neural Network-Based Virtual Air Data Sensor

for Estimation of Aerodynamic Angles”,[38].

Moreover, another advantage when using virtual sensors is the lack of need for
dedicated ADC. Indeed, In Fig. the ADC are substituted by ADU, which are cost
saving with respect to more complex ADC because do not have calculation capabilities
but only a suite of transducers.

Overall, as far as analytical redundancy concerns, a virtual sensor, based on neural
network theory, has been identified as the best strategy to reduce complexity due to
current redundant ADS sensors.

6 Neural Network

6.1 Historical Background

In 1955 McCarthy et al. coined the term artificial intelligence (AI) to identify that
branch of computer science where some techniques have in common the ability of
human mind to reason and learn in an environment of uncertainty and imprecision. The
aim of Al is to create intelligent machines mimicking the human intelligent behavior by
expressing it in language forms or symbolic rules . Within computer science, Soft
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computing belongs to artificial intelligence branch. According to Zadeh , soft computing
aims to adapt to the pervasive imprecision of the real world, unlike traditional, or hard
methods of calculation. Its guiding principle can be expressed as: “exploit the tolerance
for imprecision, uncertainty and partial truth in order to obtain tractability, robustness
and low cost solutions”. Soft computing includes three human inspired techniques:
artificial neural network (ANN), fuzzy logic (FL) and genetic algorithm (GA). GA is
search heuristic that mimics the process of natural evolution. The fuzzy logic is based
on calculation by using linguistic labels stipulated by such functions, called membership
functions. Indeed, a selection of if-then rules are the core of the fuzzy inference system
that can model human expertise in some specific application. Inspired to human brain
structure, neural networks are expected to mimic brain mechanism to simulate
intelligent behavior, simply using conventional matrix calculations. In 1904, Cajal
introduced neurons as basic component of human brain; later many researchers were
involved to reproduce mathematically the complex, nonlinear and parallel computer
which is human brain. After few decades several artificial intelligence techniques have
been completed and fully demonstrated, but due to high calculation power required
they did not spread very much. The first mathematical neuron model was was proposed
by Rosenblatt in 1958 [50] , called perceptron model, which is still widely used in neural
network field. Anyway, rigorous demonstration had a very long course which lasts about
forty years and were proposed only after successful neural network applications. The
fundamental equation 5 of feed-forward neural network units, the neurons, is very
similar to expression proposed by McCulloch et al. already in 1943 to mimic nervous
activity. Only starting from 1987 several authors, Hecht-Nielsen , Lippmann and
Spreecher , suggested that Kolmogorov’s theorem (1957) provides theoretical support
for neural networks that concerns the realization of arbitrary multivariate functions.

Kolmogorov’s Theorem 1. Any continuous real-valued functions
f(z1, 29, ...,x,) defined on [0, 1|n, with n > 2 can be represented in the form
2n+1 n
flx1, 20, ., xn) = Z gj ( (IDJ-Z-:E]) :
j=1 i=1
where the g;’s are properly chosen continuous functions of one variable, and the ij’s are

continuous monotonically increasing functions independent of f.

(Kolmogorov’s Theorem) Any continuous real-valued functions
f(z1, 29, ..., x,) defined on [0, 1]n, with n > 2 can be represented in the form

2n+1 n
f(x1, 9y oy Ty) = Z gj ( (I)jixj> :
=1 i=1

where the g;’s are properly chosen continuous functions of one variable, and the ij’s are
continuous monotonically increasing functions independent of f.

In contrast, other authors, such as Girosi and Poggio , have criticized this interpretation
of Kolmogorov’s theorem as irrelevant to neural networks by stating that the ®;;
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functions are highly non-smooth. As this debate continues, the importance of
Kolmogorov’s theorem is pointing the feasibility of using parallel and layered network
structures for multivariate function mappings, and not proving the universality of
neural nets as function approximators. Few years later, other authors independently,
Cybenko , Hornik et al. and Funahashi , proved analytically that one hidden layer
feed-forward neural network is capable of approximating uniformly any continuous
multivariate function, employing continuous sigmoid type (instead of non-smooth ®;i),
as well as other more general activation functions. From the 1980’s, thanks to
computing progress neural networks can be exploited also using common computers,
even if the human brain is still a mirage. Indeed, although silicon gates are six order of
magnitude faster than human neurons, human brain is able to process a big amount of
information much faster than modern computers.

6.2 Theoretical Background

According to Arbib , the nervous system can be described as in Fig. [24] where the human
brain continuously receives information from environment (stimulus) and make decisions
(response). The two sets of contrary arrows indicates that the brain can communicate
with the receptors and effectors, it is common to say that the arrows pointing right
indicate the forward transmission, the others indicate the feedback transmission. In other
words, the response could be sensed by brain and also used as an input. Continuing the

response
Receptors Neural net Effectors f——>

A 4
A 4

stimulus

y
4

Figure 24: A schematic representation of nervous system. From Angelo
Lerro, “Development and Evaluation of Neural Network-Based Virtual Air Data Sensor

for Estimation of Aerodynamic Angles”,[38].

parallelism between human brain and neural network, the neurons under stimulation send
out electrical pulses (or spikes) to communicate with other neurons connected with itself
using a particular connection (synaptic conections). The engineering neuron model (see
Fig. has the same characteristics of human ones: stimulated by input signals (z), it
elaborates by means a mathematical function (or activation function f) an output signal
(y) which is sent by dedicated links (w) to other neurons. According to perceptron neuron
model of Fig. 25 the j — th neuron is mathematically described by Eq.

yj = fi(vj) = f; (Z w;iT; + bj) : (18)
i=1

In order to highlight the artificial neural network working and the importance of bias
role, consider, for example, to model a thermocouple , the governing equation of which
can be approximated as in Eq. for certain range of temperatures,

Vour = K7 AT + b (19)
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Figure 25: Perceptron neuron model with non-linear activation function f; and bias b;.
From Angelo Lerro, “Development and Evaluation of Neural Network-Based Virtual Air

Data Sensor for Estimation of Aerodynamic Angles” [3§].

using a neural network with only one neuron and a linear activation function (f = 1).
The neural network approximation will be

g = w11 + bl. (20)

It is clear from Eq. the importance of the bias for any single neuron and the weight,
w. After the learning process, obviously the neural network will be as much accurate as
the weight wq; is closer to K.

Once proved that neural networks can approximate continuous multi variable functions,
the issues regards training methods to be used in order to optimize free parameters of
neural networks. This process is known as the learning process. Indeed, the neural
network training is very often viewed as one of key-to-success in using NNs. The
important roles of the neuron model in Fig. is played by link weights, w, optimized
using one of numerous learning algorithms, and by the activation functions. These two
topics will be treated in next two sections. Generally speaking, a neural network is
made up of several neurons, organized in different layers, as depicted in Fig. [26, This
particular neural network estimates two outputs, ¢; and ¢,, has n inputs in the input
layer, r neurons in the A hidden layers and two neurons in the output layer. From Fig.
is quite easy to compare the mathematical to the human nervous system of Fig. 24
The sensory unit are the source node that constitute the input layer, the hidden layers
represents the neural net and the effectors are the computation node in the output
layer. This kind of neural network is commonly referred to as multilayer perceptrons
(MLPs). Each neuron of Fig. [26] ny,, in turn contains the scheme of 25| therefore the
outputs are calculated as in Eq.

U12 = for2 = (Z St <f1i (Z Wik Tk + bu))) . (21)
=1 k=1
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Figure 26: General architecture of neural network. From Angelo Lerro,“Development
and Evaluation of Neural Network-Based Virtual Air Data Sensor for Estimation of

Aerodynamic Angles”,[38].

6.3 Activation Functions

Any kind of mathematical activation function can be used, paying attention that it is
defined in the input domain. Anyway, there are some special function, as well as sigmoid
function, which are widely used because of their demonstrated ability to approximate
continuous systems in addition to the great advantage of limited output. Consider the
model described by Eq. and using the linear neuron to approximate the system.
If the input increases for such a reason, such as noise or external disturbances, beyond
the linearity range, the Eq. will not be longer valid to model the system, but the
neural network will continue to work as a linear function. Hence, the output will increase
as input increases magnified by the factor wy;. This issue is better known as neural
network extrapolation: if the training data set does not contain that maximum possible
output value, an unmodified network will be unable to recognize this peak value. The
example is quite bold, but can give the idea of the problems encountered with real-life
application of neural network. Therefore, in order to avoid that the neuron output could
increase very much, limited activation functions are preferred as activation functions for
hidden neurons. Here, a list of nonlinear activation function considered for this work
is provided in Fig. 27 The most used neuron function in this work is the sigmoid
function. For the same reason, the linear function (Fig. 27(d)|) are commonly used as
activation function of the output neurons, otherwise, using a limited function, the neural
network would not be able to extrapolate beyond the training limits. There are several
non-linear activation function used as hidden neuron function, such as the hard limitier
(Fig. [27(c)), that has the drawback to have non-continuous derivatives. The logarithmic
sigmoid function (27(b)|), positive defined, has been demonstrated less suitable because
of worse performance for the present application.
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Figure 27: Examples of activation functions. From Angelo Lerro,“Development

and Evaluation of Neural Network-Based Virtual Air Data Sensor for Estimation of

Aerodynamic Angles”,[38].
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6.4 System identification Methods

In order to study dynamic behavior, design control systems and improve performance of
real systems, mathematical model are used instead of actual test to reduce cost and time.
For the development of an aircraft model a substantial amount of work is allocated to
build the mathematical model starting from known dynamic equations and experimental
parameters, as well as wind tunnel data, using several approximation degrees in agreement
with the level of accuracy required to simulations. The observed data from the real
systems are used to tune some of the uncertain parameters related to approximations
made. Consider the sample aircraft system of Fig. [28] where a general case is depicted,
clearly the main block is made up of several sub-block, each of them mathematically
reproduce a real sub system, as well as the engine block. The signals manipulated by
an observer, such as pilot commands, are called inputs, the observable signals, as well as
vertical acceleration, are called outputs, the external disturbances that can be measured,
such as compressor rotating velocity, or cannot be measured, such as actual air turbulence,
are indicated as well. Real-life actual systems are always very complex to reproduce, for
the numerous parts and sub systems that are very complicated to model mathematically
in particular. Therefore, engineers must often direct towards other techniques different
from conventional mathematical model approach. System identification methods are
widely used when the complexity of the system and the processes involved in itself are so
high, because the model can be built even if governing equations are completely unknown,
indeed the model building is only based on observed data from the actual system: the
input and output signals are recorded and subjected to data analysis to infer a model.
The key of this route is the evaluation of the so-called regression vectors, which are able
to predict the future output of the system. Now, a simple linear system which satisfies
the Eq. is described in order to introduce some quantities and notations that will
be used in this work.

y(t) +ary(t —1) + ...+ ay(t —n) = bou(t) + bu(t — 1) + ... + byu(t —m). (22)

It has been chosen to represent the system in discrete time because the observed data are
always collected by sampling. The same system can be written in a deterministic way,
see Eq. , where the output at the present time is expressed as function of previous
observations

y(t) =bou(t) + byu(t — 1) + ... + bpu(t —m) —ay(t —1) — ... —ay(t —n).  (23)
Eq. can be rearranged in a more compact notation introducing vectors
y(t) = o' (t)0. (24)

where
o(t) = [u(t), ... u(t —m), —y(t —1),..., -yt —n)]", (25)

is the regression vector and its components are the regressors, and
0=1[bo,...,bm,a1,...,a4" . (26)

Such a model described in Eq. calculates the output “regressing” or going back to
the regression vector, ¢(t). It is also partly “Auto-Regressive” since the regression vector
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Figure 28: A system with input u, output y, measured disturbances w and unmeasured
disturbances v. From Angelo Lerro,“Development and Evaluation of Neural Network-

Based Virtual Air Data Sensor for Estimation of Aerodynamic Angles”,[38].

¢(t) contains old values of the variable to be explained, y(t). The model structure of
Eq. has the standard name of ARX-model: Auto-Regression with eXtra inputs (or
eXogenous variables). Once the regression vector structure has been defined, how many
old outputs and inputs using, the ARX-model performance lays on the definition of vector
0. The ARX-model often cannot be used in real life application because the exact old
output, ¥, is not available, so the ARX-model can be modified in the Output-Error model
(OE), for which the regression vector has the estimated output as regressors

o(t) = [u(t),...,ult —m), =gt —1),..., =4t —n)]", (27)

The regression vector of OE-model was used in this work because of the lack of
exact output available. However, the use of output in the regression vector is almost
tricky because at any time step some errors are inserted by means of old estimated
output. If the model is supposed to work for a long time, some expedients are necessary
to overcome the uncontrolled growth of errors.

6.4.1 Multilayer Perceptron

The single perceptron model was introduced and demonstrated by Rosenblatt [50], and it
remains the simplest form of neural network. As foresaid, the neural network depicted in
Fig. represents a common multilayer perceptron, which has been successfully applied
in the past to solve several problems by training with a very popular algorithm known
as the error back-propagation algorithm, first proposed by Werbos [57]. This algorithm
belongs to the error correction learning process, and it is characterized by two ways of
propagation through the layers, the forward pass and the backward pass. In the forward
pass, the input vector is applied to sensory nodes of input layers, and its effects propagates
layer by layer to the output node. Here a set of output are calculated and compared
with the actual, or desired, target. During the backward pass, the error flows from the
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output node until to the first hidden layer, hence the name error back-propagation (see
Fig. . The synaptic weights and bias levels are adjusted in order to minimize the
distance between neural network response and desired target by an error correction rule.
Anyway, whatever is the learning algorithm, a very common learning loop is followed, as
depicted in Fig. . In the first step synaptic weights and bias levels (neural network
free parameters) are initialized, then the neural network response is calculated using the
available learning, or training, data set. The estimation error is calculated with respect
to a desired target d. The error is used to update the free parameters according to chosen
learning algorithm until the convergence criterion is satisfied.

6.4.2 Neural Network Structure Selection

The purpose of this section is to introduce the link between the system identification and
the neural network. Sometimes, neural networks are referred to as black-box identification
technique for nonlinear dynamic systems, because of the non physical sense of synaptic
weight. Designing neural networks is subjected to the same rules of system identification
presented at section 3.2. Therefore, the neural network structure can be chosen with the
following two steps:

e selecting the inputs to the network
e selecting an internal network architecture.

Where, the first step is also equivalent to selecting the model, such as ARX or OE model,
or better NNARX and NNOE model if referred to neural network. Indeed, firstly, there
is the choice of inputs to the network among the available signal, and secondly, how
many old, or past, use as input data. Consider, for example, the single input single
output neural networks of Fig.s [6.4.2] Since there is only one input, the choice
of input signal is forced, but in general it requires a detailed analysis of the system at
hand to establish which are the necessary inputs. Here the system analysis refers to
a mathematical description of the real-world to be modeled.. The same is applicable
for the output signal. Anyway, the numbers of old inputs and outputs is chosen by
the user according to his previous experience or real-world system analysis. Moreover,
generally speaking, each input, and output, may have its own number of past inputs,
even if this practice is not very common. Once the first step is complete, the regression
vector is defined as in for NNARX model and for NNOE model. The neural
network architecture, such as the choice of neuron and hidden layer numbers, is defined
in order to meet the network performance specification and best generalization behavior.
Performance is defined in the next section, generalization will be discussed in section 3.3.6.
Anyway, once the architecture is identified, the vector # is also defined and made up of
neural network free parameters. As described in this section, neural network problems can
be considered in the same way of system identification ones. Therefore, all the known
optimization techniques suitable for system identification can be used to optimize, or
train, neural networks.
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Figure 29: Illustration of the two propagation ways for signals and errors in the back
propagation algorithm. From Angelo Lerro,“Development and Evaluation of Neural

Network-Based Virtual Air Data Sensor for Estimation of Aerodynamic Angles”,[38].

6.5 Neural network training

In 1970 Mendel and McClaren [46] defined the learning process as “the process by
which the free parameters of a neural network are adapted through a process of
stimulation by the environment in which the network is embedded. The type of learning
is determined by the manner in which the parameter changes take place”. Definitely,
the training process is a set of well defined rules that allows the neural network to learn
from an input-output data pattern and hence to adapt itself to its environment. In
other words, during the learning process the synaptic weights are optimized with the
aim to improve so far the neural network performance which usually is the prediction
error about approximation of given continuous multivariate non-linear functions, such
as complex real-world systems.

Consider, for simplicity, a neural network with the sole ¢ — th neuron depicted in Eq.
(25) in the output layer. The mneuron is driven by a signal vector,
z(t) = [x1(t), 22(t), ..., 2, (t)]", produced by several hidden layers, which are themselves
driven by an input vector applied upstream in the input layer. The output signal of i-th
neuron is the only output of the neural network, it is compared to the actual value, or
desired target d;, and the final goal of this process is to minimize the output error of
Eq. , or match the user requirements.

e;(t) = d;(t) — y;(t). (28)

The method used to to minimize Eq. define the learning method and its algorithm.
Several learning methods exist : supervised, reinforcement and unsupervised.

In supervised learning, the learning process incorporates an external teacher and/or
performance information through a training set (input-output) of desirable network
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Figure 31: Neural network models. From Angelo Lerro,“Development and Evaluation
of Neural Network-Based Virtual Air Data Sensor for Estimation of Aerodynamic

Angles”,[38].

behavior. In supervised training, both the inputs and the outputs are provided. The
network then processes the inputs and compares its resulting outputs against the
desired outputs. Errors are then propagated back through the system, causing the
system to adjust the weights which control the network.

It has been assumed that correct ‘target’ output values are known for each input
pattern. But is some situations there is less detailed information available. In the
extreme case there is only a single bit of information, saying whether the output is right
or wrong. In this situation supervised learning is not feasible even if reinforcement
learning can be view as a form of supervised learning because the network does, after
all, get some feedback from its environment.

In unsupervised learning there is no teacher at all. A network with both inputs and
outputs is still considered, but there is no feedback from the environment to say what
those output should be or whether they are correct. The network must discover for
itself patterns, features, correlations or categories in the input data and code for them
in the output.  The units and connections must thus display some degree of
self-organization. Currently, in fact, this learning method is limited to networks known
as self-organizing maps. These kinds of networks are not in widespread use.

Overall, the best learning method for this research project is the supervised. Within of
supervised learning, several algorithms exist, gradient methods will be considered in
particular. Among the descent methods, the first order and second order learning rules
will be considered.

As shown in next two sections, two classical algorithms are used for training in this
work: the back propagation (BP) and the Levenberg-Marquardt (LM) algorithms. The
BP method is one of the oldest and most used training technique, conversely the LM is
a second order training method and it is reveled much faster than the BP.
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6.5.1 Error Back Propagation Algorithm

The backward propagation of error method was published first in 1969 by Bryson and
Ho [13]. Few years later in the early 1970’s several independent authors developed the
back-propagation architecture. In 1974 Werbos [57] applied it to behavioural sciences,
and only in 1986 it was applied to the training of multi-layer networks and called
back-propagation by Rumelhart, Hinton and Williams [28].

Consider, for simplicity, a neural network with two hidden layers having the same
activation function, f, and one output layer, as illustrated in Fig. [32l For each time
step the error, as defined in , can be calculated at the output node, and the error
energy for j-th output neuron at time step ¢ can be written as

= 3300 = 5 S0 60— ), (29)

jec jec

where C'is the output signal set, simplifies to E (¢) = €*(t) in the case of single output
neuron of Fig. . The represents the cost function of the learning performance to
be minimized adjusting the free parameters of the neural network. The back propagation
algorithm applies a correction, Awj;, to the synaptic weight, w;;, proportional to the

aS(t

gradient 5-—~. According to the chain rule it may be written as

OE(t) — OE(t) De;(t) Oy;(t) Dy;(t)
Ow;i(t) — Oe;(t) Ay;(t) Ov(t) Ow;i(t)

(30)

Considering the neuron of Fig. to be an output neuron, hence the i-th input, z;,
represents the output of previous neuron, and, for conformity of notation, it will be
indicated later in this work as y; (see Fig. . Eq. may be rewritten as

= fi(v;) (Z wjiYi + bj ) =fi (Z wjiyi> : (31)
=0

where the synaptic weight w,o (corresponding to the fixed input yo = 1) equals to bias
b;. Differentiating Eq. with respect to v;(t) and w;;(t), the following equations can
be obtained

ayj(t) Y
U = K (32)
and Go.t
= (33)

Differentiating both sides of Eq. with respect to y;(t) and Eq. with respect to
e;(t), leads respectively to

o) )
end DE®)
66]-(15) = ej(t)' (35)
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Figure 32: Multi layer perceptron neural network with two hidden layers with the
same activation function and one output layer. From Angelo Lerro,“Development
and Evaluation of Neural Network-Based Virtual Air Data Sensor for Estimation of

Aerodynamic Angles”,[38].
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Figure 33: Signal flow scheme of the j-th output neuron. From Angelo

Lerro, “Development and Evaluation of Neural Network-Based Virtual Air Data Sensor

for Estimation of Aerodynamic Angles” [38].
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Therefore, the use of equations (32)) to in , yields

DE (1)

= —¢; () f; (v;(1) ya(t) = —6;()wi(t), (36)

where 0,(t) is commonly defined as the local gradient. The correction to the synaptic
weight wj;(t) is established using the delta rule
o og (1)

Awji(t) = =n0d;(t)yi(t), (37)

where 7 is defined as the learning rate. Therefore, the updated weight is

DE(t)

wii(t + 1) = w;i(t) + Awyi(t) = wyi(t) — "awﬁ(t)

= wyi(t) +n;()yi(t).  (38)

As shown by several authors [29, 25|, there is not an optimum learning rate but according
to the particular problem there is a n that assures fast and stable convergence. There are
some algorithm provided with a variable learning algorithm rate according to the local
gradient, or other parameters, to speed up the convergence [16]. If the j-th neuron is part
of an hidden layer, the error low backward through another layer. In order to highlight
this process, consider the Fig. 34l In analogy with the j-th output neuron treatment, the

chain rule it is used to find an useful expression of the gradient 8‘308_(_2). The local gradient
can be redefined as
0E(t) Dy;(t) 0E(t)
6;(t) = LS = fi (w()) (39)

COy;(t) Oui(t)  Oy,(t)

Since k-th neuron is an output neuron, the index j is substituted with & in (29)), so
differentiating with respect to y;(t), it yelds

Ay;(t) dy;(t) Ouk(t) Oy;(t)
Considering Fig. [33 it is easy to obtain
er(t) = di(t) — y(t) = di(t) — fr(ve(t)). (41)
Hence, differentiating with respect to v (t), it yields
8€k (t) Yy
= vi(t)) . 42

Equation can be rewritten for the k-th neuron and differentiated with respect to
y;j(t), in order to obtain the following expression

g~ @
By using (#43), and (&0), it yields
P — S O ) = — 3 ey ) 0
J k .
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Figure 34: Signal flow scheme of the j-th hidden neuron. From Angelo
Lerro, “Development and Evaluation of Neural Network-Based Virtual Air Data Sensor

for Estimation of Aerodynamic Angles”,[38].

Finally, by using the in , the back propagation formula for hidden neuron is

obtained as follows
8;(t) = f7 (v (1)) D di(t)wi;(1). (45)

Therefore, the adjusting weight for an hidden neuron may be expressed as
substituting the local gradient 0,(¢) with the new expression (45). This is one of the
oldest and most used weight adjustment algorithm, it recalls in such a way the gradient
method used to find equation minimum and maximum points, indeed it is also known
as steepest descent algorithm. The back-propagation algorithm (BP) can be only used
for on-line training, or in other words, for real time training. The BP algorithm can be
used in batch mode, as described in next section, in order to be used as off-line training

type.

6.5.2 Batch error back-propagation algorithm

As it can be noted from (45]) and the correction is applied for each time step, or
iteration, of the training data set that is characteristic of on-line training strategy. To use
the error back-propagation theory, as described in previous section, in off-line mode, that
is equivalent to use a single training run with the whole available input-output pattern
and, therefore, to update the network synaptic weights after that the entire training set
has been fed to the network. The gradients calculated at each training example are added
together to determine the adjustment in the weight and biases. In order to consider the
whole set of corresponding input output, the batch BP (BBP) error is then defined as

N

b= S EN = SN = s NS () —y0), (40

t=1 t=1 jeC t=1 jeC

and a very similar procedure presented in previous section can be followed to obtain the
updating weight. In order to fasten the BP algorithm, a second order training algorithm
will be presented in the next section.
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6.5.3 Descent Methods

Since the Levenberg-Marquardt (LM) algorithm belongs to Newton’s method category,
which are gradient-based methods.

As for back propagation algorithm, the focus is on minimizing the error function &(t),
but using a second order approach. Moreover, in order to simplify the treatment, the
on-line training method will be presented since very few modifications are required to
obtain the batch, or off-line, mode. First a digression on gradient and Newton’s methods
will be presented, and then the LM algorithm will be discussed.

6.5.4 Gradient-based Methods

As shown for BP algorithm, the main objective is to minimize the performance function,
E of , defined on an n-dimensional input space w € R, where the synaptic weights
and biases are arranged in one dimensional vector, w = [wy, ..., wR]T, where R is the
number of all free parameters of the neural network. The gradient expression of left hand
side of [30]it can be expressed as function of all weights

OE(t) [ 0E(t) oEM) 17"

9 =G0 = | am@) " dwnd)] (47)

According to the gradient descent methods, the update weights, w, are calculated as

wlt-+ 1) = w(t) = nGo(t) = w(t) - g ()

where (G is a certain positive definite matrix.

6.5.5 Steepest Descent Method

The method of steepest descent is one of the oldest technique for minimizing multivariate
functions. For this method the matrix G is defined as the identity matrix, I, hence the
(ErrorgradientLM) decomes the well known

w(t+1) =w(t) —ng(t). (49)

The negative search direction, —g, means this method follows the local steepest descent
downhill direction, that implies the algorithm is highly effected by initial conditions and
easily falls in local minima, without minimizing globally the given function.

Comparing and , it can be noted that the equations are quite familiar, indeed the
gradient method, only differs from the back-propagation method for the formal analytical
expressions, but they are essentially driven by the same principles: the updating weights
depends on the gradient of function £. Indeed, the BP algorithm is often identified with
the steepest descent method.
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6.5.6 Newton’s Method

For the Newton method the descent direction is determined using the second order
derivatives of the objective function, if available. Apart the mathematical concerns
about the existence of derivatives, the performance function £ can be unfolded by
Taylor series and taken at second-order approximation
E(t+1)= &)

+g  fwlt+1) —w(t+1)] (50)

1
+olwt+1) —wlt+ 1) ] Hwt+1) —w+1)],
considering that higher order terms are omitted to the assumption that
[w(t+1) —w(t+ 1) ] is sufficiently small and where H(#) is the Hessian matrix

[ 9%E(t) PER) ]
0%wy(t) 0 Ow(t)Owg(t)
H(t) = (51)
D?E(t) D?E(t)
| 8wR(t)8w1 (t) o 82wR(t)

Since Eq. is a quadratic function of w(t), its minimum point (wyn) can be easily
obtained differentiating and making it equal to zero, and solving the following set of
linear equations

0=g(t)+H®) [ wyy —w(t+1)]. (52)

If the inverse matrix of H exists, the Newton’s method is obtained

Wy = w(t) — H(t) (). (53)

It is clear that if the error function £ is not quadratic, [ w,,;;ny — w(t + 1) ] represents only
a first step towards the minimum point. Therefore, several steps are needed to archive
the minimum point using an iterative scheme updating new weights as

w(t+1) =w(t) — H(t)"'g(t), (54)

which is the general expression 1' where G = —H “land n=1.

6.5.7 Levenberg-Marquardt Algorithm

If the inverse Hessian matrix exists but is not positive definite, the Newton’s method,
described before, can lead to local maximum, or a saddle point [30]. To overcome this
issue, Levenberg [41] and Marquardt [44] proposed to alter the Hessian matrix with a
positive definite matrix P to make H positive definite in least square problems. Later,
Goldfeld et al. [22] first applied this methodology to the Newton’s method, considering
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P = M. Therefore the update synaptic weight can be re-written according to
Levenberg-Marquardt as

w(t+1) = w(t) — (H(t) + M) g(1), (55)

where [ is the identity matrix and A is a certain non negative value. The Levenberg-
Marquardt method transits smoothly between Newton’s method as A approaches 0 and
the steepest descent method as A\ grows infinitely.

In this work A is chosen according to variation of performance index for each training
iteration (¢). At a large distance from the function minimum, the steepest descent method
is utilized to provide steady and convergent progress toward the solution. As the solution
approaches the minimum, A is adaptively decreased, the Levenberg-Marquardt method
approaches the Newton’s method, and the solution typically converges rapidly to the
local minima.

6.5.8 Validation

Once the neural network has been designed, trained, it needs to be validated with test
data never used before in order to establish if the neural network is able to produce any
input-output mapping of the system at hand, better if they differ from the examples used
to train the network. The training loop of Fig. can be enhanced with the validation
stage as described in Fig. According to [25], a neural network is said to generalize
well when the input-output patterns computed by the network is correct for the test data
never used. When, however a neural network learns too many, or repeated, input-output
examples, the network may memorize the training data, just as a human being. Such
a phenomena is referred to as overfitting or overtraining, and in this case the network
looses the ability to generalize. Since, this deficiency is stored inside the synaptic weight,
several technique have been developed to adjust the weights in order to make the neural
network more general, such as network pruning techniques. The local minima is another
issue that can be encountered when training a neural network. Consider, for example, a
single layer neural network with one hidden neuron and only one free synaptic parameter.
Therefore, as said before, the training can be seen as a non-linear curve-fitting problem,
where the neural network error prediction, as defined in Eq. , depends on the value
free parameter, w;;, see Fig. [36l This example can be translated in multi-dimensional
space and the error curve becomes a very complex hyper surface which depends on the
free parameters, weights and biases. Anyway, starting from the first weight attempt,
Winit, any deterministic training algorithms, such as BP and LM algorithms, will always
find the w,,i,, as the best weight to minimize the error, or optimize the neural network
performance. Unfortunately, the performance curve, or more in general the hyper surface,
look like the curve of Fig. [30] and the network training often will end up in local minima
points. The local minima and overfitting issues will be treated in the next two sections.

6.5.9 Generalization - Network growing and pruning

To model real-world system using neural networks usually requires the use of complex
network structures and big amount of synaptic connections, translated in computer
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Figure 35: Flow chart of neural network training and validation process. From Angelo
Lerro, “Development and Evaluation of Neural Network-Based Virtual Air Data Sensor

for Estimation of Aerodynamic Angles” [3§].
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Figure 36: Non-linear curve-fitting problem with several local minima. The initial
synaptic weight, w;n;, a local minimum point, W,,,, and the absolute minima, wgy.
From Angelo Lerro,“Development and Evaluation of Neural Network-Based Virtual Air

Data Sensor for Estimation of Aerodynamic Angles” [3§].

language, high computational resources, cost and long execution time. A neural
network with minimum size is less likely to learn noise in the training data and so may
generalize better to new data. This can be achieved starting with the network pruning
or growing techniques. In the network growing method, a small network is designed and
new neuron, or a new layer, are added when the network is unable to meet the design
requirements. The network pruning works in the opposite direction of the network
growing. Starting from a large network with satisfactory performance for the problem
at hand, some weights are weakened or deleted in a selective and orderly fashion [25,
42]. It is obvious, that anytime the neural network is modified, as when weights are
deleted or neurons are added, to evaluate the new performance the network must be
re-trained, taking with itself all the issues presented in the previous section. Even if the
generalization, or regularization, techniques are very useful to make the neural network
as more general as possible, they are really time and hardware resources consuming.

7 Neural Network for Air Data Estimation

As aerodynamic forces and moments acting on aircraft are function of interactions
between the body and the external flow, the determination and monitoring of Air Data
is of capital importance to prevent malfunctioning and then fatal accidents. The ADS is
hence considered a safety-critical aircraft system, which currently is made of several
exernal sensors.

This work deals with the estimation of the aerodynamic angles o and § (as defined in
Sect. through a Neural Network-based virtual sensor which would be highly cost
and encumbrace effective with respect to the real ones.
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Reminding what it has been found in Sect. aerodynamic angles and body velocity
can be expressed as:

u? + 0?2 4+ w?

a=tan! (%)

— -1 v
B = tan ( Tw?)

Diffentiating these equations, the resulting system, constituted by three ordinary
differential equations, needs to be solved in order to find the analytical expression for V,
a and fS.
For simplicity, the attention is now focused on the angle of attack: differentiating the
second equation of the system above, results in:

uw — W

= —— o6

u? + w? ( )
From Sect. [2.6 the body components’ velocities are related to aerodynamic angles as
follow

u cosa cosf3
vl =V sinf
w stno cosf3

Replacing these last expressions into 56| yields to:

W cosSQ — U SinQ
o= o7
V cosf (57)
Hence, knowing that the relationship between axial acceleration, gravity acceleration,

angular velocities and the external forces (F; = ma;) in the body reference frame is:

U =rv—quw— gosind + F,
U = —ru+ pw + g singcosd + F, (58)
W = qu — pv + g cos¢ cost + F,

If F; is indicated in terms of g accelerations (n; = %) and is introduced an expression for
F, as a function of pilot commands, or, more in general, as a function of the control surface
deflections, it is possible to obtain the relationship between the normal acceleration n,
and the command actions:

F,

1
n, = — = 5,0‘/2 (Czo +C, 00+ sza3a3 + C, a¢
m

o5+ Cosdet Coppd ) (59)

Hence, substituting Eqs[58 in Eq[57] yields to:

. (qu—pv+ gycospcosh +n,)cosa  (rv—quw — gosind + n,) sina
Q= - (60)
V cosf3 V cosf3

Therefore, replacing [u, v, w] with their definition, finally leads to:

. 1
“= Vcos 8

{[V (gcosacosp — p sinf3) + n, + go cos ¢ cosb] cosa—[V (r sinf — q sinc cosB) — go sinf + ny| sina}
(61)
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According to Eq[6]] stands out the following functional relationship

a:fa(vyn$7n27/8767¢ap7Q7T) (62)

Following a similar procedure, the § functional relationship is:

/Bzfﬁ (‘/anxany7n27a707¢7p7q’r) (63)

Substituting 8 in Eq[62 with expression written in Eq[63] collecting all the indipendent
variables and explicitating the dependency on pilot demands, the angle of attack
functional relationship can be further expanded as:

a:Fa (Vanmnyanzaea ¢7p7Q7T76675T75a> (64)

Therefore, from EqJ64] comes out that the AoA depends on velocity, body axis
acceleration, Euler angles and pilot commands. The real advantage of using a Neural
Network for AoA/AoS estimation is actually that is not necessary an exact expression
for F,,/Fs but it is sufficient the functional relationship written in Eq.

For all the NN’s trainings characterized by the absence of external wind, a very
straightforward model, suitable for real-time avionic systems, is used.

From this model, o and 3 can be expressed as:

a=da+ Ax (65)

B=0B+A8 (66)

where & and B are linear estimation obtained from flight mechanics equations while A«
and Af are the difference between the linear estimations and the true non linear angles.
On the one hand, the first two terms are simply evaluated as:

G=0-—r (67)
BzK% (68)

where 7 stands for the flight path angle and K is a constant which allows to adjust the
measure units that typically has a value between 20 % and 40 %.

On the other hand, the other two contributes are calculated according to a patented
procedure [33], based on one MLP, which process measurements obtained by the GPS,
the ADS, the AHRS (Attitude and Heading Reference System) and a Pitot-tube as the
only external source of data.
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Figure 37: General schematic of Neural Network application for AoA/AoS estimation.
From Angelo Lerro et al., “Aerodynamic angle estimation: comparison between numerical
results and operative environment data”,[39]. From Angelo Lerro,“Development and
Evaluation of Neural Network-Based Virtual Air Data Sensor for Estimation of

Aerodynamic Angles”,[38].

The analysis of the influence of the input vector on results allows the reduction of the
total number of signals necessary to the NN and eventually the complexity of the itself
architecture.

8 Flight data used for NN’s training and test

It is commonly known that the training stage plays a crucial role in NN applications:
although the training techniques are all widely experimented, documented and
substantiated (see Sect. , in fact, it is not trivial to collect a training data set that is
adequately representative of the model dynamics which the NN has to mimic. Training
data might come from flight tests, wind tunnel data or from a mathematical model. On
the other hand, despite the use of a mathematical model is very practical, only a
preliminary design of the virtual sensor is possible as discrepancies between model and
reality reintroduce all the disadvantages of model-based techniques. Wind tunnel data
are not exploitable as well because of costs inherent to perform dynamic maneuvers.
The best way to design a synthetic sensor is then through the use of real flight data. On
the other hand, the main drawback is that real flight data are usually affected by several
sources of disturbance, such as air turbolence, structure vibrations and electronic noise.
For this reason, in order to preliminarly asses the feasibility of the integration of a
NN-based synthetic sensor with real aicrafts, it has been made the choice of using, for
the training stage, only flight data coming from a prototype’s simulator: in this manner,
all disturbances due to structure vibrations and electromagnetic compatibility can be
neglected. Moreover, only maneuvers at Mach lower than 0.6 have been taken into
account so that transonic effects can be neglected. The NN is feasibility with real flight
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data and higher Mach number will be object of deeper future studies.

9

Realization of sync structure as input Data

The first step is to acquire, manage and convert flight data into an appropriate form to
be processed by Matlab Neural Network Toolbox.

In fact, this latter requires as input a Matlab structure, called sync, whose fields are
defined as follows:

sync.time: Time discretization [s];

sync.deltae: Elevator deflection [°];

sync.deltaa: Aileron deflection [°];

sync.deltar: Rudder deflection [°];

sync.deltaf: Flap deflection [°];

sync.deltaf LE: Leading Edge flap position [°];

sync.nx: Body longitudinal acceleration [m/s?[;

sync.ny: Body lateral acceleration [m/s?[;

sync.nz: Body normal acceleration [m/s?];

sync.p: Roll rate [°/s];

sync.q: Pitch rate [°/s];

sync.r: Yaw rate [°/s];

sync.roll: Roll angle [°];

sync.pitch: Pitch angle [°];

sync.yaw: Yaw angle [°];

sync.Vnorth: North velocity in NED reference system [m/s];
sync.Veast: East velocity in NED reference system [m/s];
sync.Vdown: Down velocity in NED reference system [m/s];
sync.qc: Dynamic pressure [Pal;

sync.qedot: Dynamic pressure derivative [Pa/s|, computed numerically through a
first order backward approximation;

sync.gamma: Ramp angle [°];
sync.alpha: 6 DOF angle of attack /circ;
sync.beta: 6 DOF side slip angle /circ;
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e sync.alt: Pressure altitude [m];

e sync.airsp: Calibrated Air Speed [m/s];

e sync.TAS: True Air Speed [m/s];

e sync.TASdot: True Air Speed derivative [m/s?];
e sync.IAS: Indicated Air Speed [m/s];

e sync.u: Body velocity along Xb-axis;

e sync.v: Body velocity along Yb-axis;

e sync.w: Body velocity along Zb-axis;

e sync.udot: Body acceleration along Xb-axis;

e sync.vdot: Body acceleration along Yb-axis;

e sync.wdot: Body acceleration along Zb-axis;

e sync.torqueRH:Right engine throttle position [°]
e sync.torqueL.H:Left engine throttle position [°]

Flight data inputs are calibrated (at free stream condition) and their output format is
at least with 4 decimal digits with the exception of latitude and longitude where at
least 8 decimal digits are required. For each flight record are declared the weight and
the center of gravity position.

Data from the Flight Test Acquisition System have been resampled through linear
interpolation using the Matlab function interpl in order to be synchronized and
referred to an unique reference time. This operation is necessary since data from Flight
Test Acquisition System have different update frequencies and consecutive data on the
Digital Serial Bus have different time stamps.

In particular, it has been chosen as sampling frequence the maximum among all
temporal basis.

Moreover, in order to avoid the formation of NaN (Not a Number) during interpolation,
sync.time has been initialized with the highest value between all first elements of the
time vectors of each parameter and ended with the lowest last element.

Once the sync structures has been created, it can finally be used to train and test the
NN.
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10 Strategy for creating Training and Test

maneuvers

10.1 Sample maneuvers

For the simulated environment, a set of sample manoeuvres must be properly defined
aimed to have a suitable distribution of training points (flight test data) over speed.
Each manoeuvre is performed with the objective to excite the all A/C dynamic modes,
therefore the single manoeuvre is repeated several times in order to populate the training
pattern with adequate data. Once all data are collected, their variables contained in the
input vector are normalized between +1 considering minimum and maximum operative
values defined by A/C manufacturer. In this work, these values are not displayed because
of intellectual property reason.

The list of manoeuvers (the LAND, T/O and CLEAN configurations are considered) is
reported hereafter:

1. Steady flight condition
e TC1 Steady State 300 kts
e TC2 Steady State 180 kts
e T(C3 Steady State 150 kts

Steady flight, unaccelerated flight, or equilibrium flight is a special case in flight
dynamics where the aircraft’s linear and angular velocity are constant in a
body-fixed reference frame. Basic aircraft maneuvers such as level flight, climbs
and descents, and coordinated turns can be modeled as steady flight maneuvers.
Typical aircraft flight consists of a series of steady flight maneuvers connected by
brief, accelerated transitions. Steady flight states are considered as the
equilibrium conditions around which flight dynamics equations are expanded.

Lift

i = Draﬁﬁ

Thrust

Flight path
horizontal Weight
to ground

Figure 38: Steady state condition. From “SP-367 Introduction to the Aerodynamics of

Flight”,[3).
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. Sawtooth glide
e TC4 Sawtooth glide 300 kts
e TC5 Sawtooth glide 180 kts
e TC6 Sawtooth glide 150 kts

The aircraft glides completing a series of short climbs and descents where the
altitude band for each maneuver is usually lesser of 1000 ft.

Altitude [m]

0 5 10 15 20 25 30 35
Time [s]

Figure 39: Sawtooth glide typical path

3. Stall - Slow down
e TC7 Stall, flap UP
e TC8 Stall, falp LAND
e TC9 Stall, flap T/O

Starting from 1.5 Vi, the airplane slows down to V,,;, where the stall occurs.

A stall is a condition in aerodynamics and aviation such that if the angle of attack
increases beyond a certain point then lift begins to decrease. The angle at which
this occurs is called the critical angle of attack, is dependent upon the airfoil section
or profile of the wing, its planform, its aspect ratio and other factors and eventually
is the angle of attack on the lift coefficient versus angle-of-attack (C/«) curve at
which the maximum lift coefficient occurs. Stalling is caused by flow separation
which, in turn, is caused by the air flowing against a rising pressure.
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Figure 40: Stall maneuver. From “Stalls in Jet Powered Airplanes”,|52].

4. Pitch hold
e TC10 Pitch hold, 300 kts
e TC11 Pitch hold, 180 kts
e TC12 Pitch hold, 150 kts

The airplane mantains a certain pitch angle as shown in Fig. [41]

0 [°]

0 5 10 15 20 25 30 35
Time [s]

Figure 41: Pitch angle’s trend during a pitch hold maneuver

5. Pitch sweep
e TC13 Pitch sweep, 300 kts
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e TC14 Pitch sweep, 180 kts
e TC15 Pitch sweep, 150 kts
The airplane changes continuosly its pitch angle as in Fig. 42|

0[]

my
Lo

0 5 10 15 20 25 30 35
Time [s]

Figure 42: Pitch angle’s trend during a pitch sweep maneuver

6. Bank hold
e TC16 Bank hold 20°, flap UP
e TC17 Bank hold 40°, flap UP
e TC18 Bank hold 20°, flap LAND
e TC19 Bank hold 40°, lap LAND
e TC20 Bank hold 20°, flap T/O
e TC21 Bank hold 40°, flap T/O

The airplane mantains a certain bank angle as in Figd3]
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Figure 43: Bank hold maneuver. From “Turn Performance”,[56]

7. Bank sweep
e TC22 Bank sweep 20°, flap UP
e TC23 Bank sweep 40°, flap UP
e TC24 Bank sweep 20°, flap LAND
e TC25 Bank sweep 40°, flap LAND
e TC26 Bank sweep 20°, flap T/O
e TC27 Bank sweep 40°, flap T/O

The airplane changes continuosly its bank angle for the entire duration of the
maneuver as in Fig.

66



. . . . . . .
0 5 10 15 20 25 30 35 40
Time [s]

Figure 44: Bank angle’s trend during a bank sweep maneuver

8. Steady Heading Sideslip (SHSS)
e TC28 SHSS 5°, flap UP
e TC29 SHSS 10°, flap UP
e TC30 SHSS 15°, flap UP
e TC31 SHSS 5°, flap LAND
e TC32 SHSS 10°, flap LAND
e TC33 SHSS 15°, flap LAND
e TC34 SHSS 5°, flap T/O
e TC35 SHSS 10°, flap T/O
e TC36 SHSS 15°, flap T/O

The maneuver is carried out in six steps:
(a) The maneuver starts with the aircraft trimmed in straight and level flight (Fig.
45(a));
(b) The pilot applies a constant force on the rudder pedal (Fig. 45(b)));
(c¢) The aircraft yaws in response to the rudder input (Fig. 45(c)));

(d) The pilot banked the aircraft in the opposite direction of the yaw in order to
stabilize it at a constant heading (Fig. 45(d)));

(e) The sideslip and bank angle were incrementally increased until reaching the
desired angle of sideslip;

(f) Finally the pilot repeated the maneuver in the opposite direction returning to
trim conditions.
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Figure 45: Steady Heading SideSlip maneuver. From Marie-Michele Siu et al.,“Flight
Test Results of an Angle of Attack and Angle of Sideslip Calibration Method Using

Output-Error Optimization”,[51].

9. Dutch roll
e TC37 Dutch roll, flap UP
e TC38 Dutch roll, flap UP
e TC39 Dutch roll, flap UP

This maneuver consists in stimolating a Dutch roll motion characterized by an
out-of-phase combination of “tail-wagging” (yaw) and rocking from side to side
(roll). This yaw-roll coupling is one of the basic flight dynamic modes (others
include phugoid, short period, and spiral divergence), is normally well damped in
most light aircrafts, though some aircrafts with well-damped Dutch roll modes can
experience a degradation in damping as airspeed decreases and altitude increases.
Dutch roll stability can be artificially increased by the installation of a yaw damper.
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TOP VIEW ; FRONT VIEW

Figure 46: Dutch roll maneuver. From “Dutch Roll”,[20]

10.2 Inputs’ hypercube analysis

A graphical interpretation of the ability of a training set to cover the entire flight
envelope of the aircraft can be conducted using the box and whiskers plots [8]. The
normalized input signals used for a typical training in the simulated scenario can be
seen in Fig. A7 Middle lines represent the medians and the boxes delimit the regions
between the 25th and the 75th quartiles. Whiskers (dashed vertical lines) extend for 1.5
times the difference between the 75th and the 25th quartiles before and after the 25th
and the 75th quartiles themselves. The remaining data are considered outliers and are
individually highlighted wusing red plus signs. The hypercube analysis is a
straightforward instrument to understand the correctness of the flown manoeuvres.
When the training set of manoeuvres is defined, the optimal is to have the boxes that
cover the largest region possible in the interval [—1,1]". On the other hand, in those
regions where there are outliers, the training performance will be degraded and it is
recommended to add new manoeuvres to thicken the coverage on training.

It is important to remark that, in order to have good performance, the test hypercube
must necessarily be a subset of the training hypercube. If this condition is not verified,
AoA and AoS should be estimated in a dynamical situation that the Neural Network
can not mimic.
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Figure 47: Graphical visualization of the normalized input range for N Npqt n, training

(Sect [[12)

11 Definition of the Neural Network architecture

using the patented procedure

In order to define the best Neural Network architecture, several attempts have been
carried out manipulating the set of training maneuvers, the input vector, the output
vector, the number of neurons and layers. Once the best Neural Network architecture
is found, its limits are explored by varying the testing set with the purpose of including
all possibile situations that the synthetic sensor could encounter during a real flight. In
fact, only if the NN eventually works efficiently in all possible different scenarios can be
feasibile for real flight application.

In Tab. 1 are outlined all the attempts made throughout the current Section.
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Attempt Outputs Long. Latero. Wind Gust CG Train/Test

1 yes no no no intermediate Training
1 A« yes yes no no intermediate Test
2 yes yes no no intermediate Training
2 Aa yes yes no no intermediate Test
3 yes yes no no intermediate Training
3 Aa,AS yes yes no no intermediate Test
4 yes yes no no intermediate Training
4 Aa,AS yes yes constant  yes intermediate Test
) yes yes no no intermediate Training
5 Aa,AB yes yes sinusoidal no intermediate Test
6 yes yes no no intermediate Training
6 Aa,ASB yes yes no no AFT Test

Table 1: Simulations carried out throughout Sect.

11.1  Without wind, AoA estimation - No GPS data

11.1.1 Longitudinal training

In first instance, the Neural Network is trained with longitudinal manoeuvres and
tested for both longitudinal and latero-directional maneuvers. Several attempts are
carried out at varying of the vector of inputs, the number of neurons and layers.

Chosen as initial vector of input v = [TAS, TAS, ng,, Ny, Nz, 0, q, (xm] and a
straightforward single layer architecture with 15 neurons, new parameters will be
progressively added to v in order to assess if changing the NN’s architecture would
eventually lead to improvements in performances or not.

The first training set contains only flap-up maneuvers, then maneuvers with flap-land
and flap-TO are added to understand if the NN would be able to work efficiently
independently of the flaps configuration.

Results are reported in Figs[48| [49] [50] b1} p2} 53
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Figure 48: |T'AS,TAS,n,,n,.0,q, am], 15 neurons, AoA as delta, training set: no wind

longitudinal flap up manoeuvres
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Figure 53: |TAS,TAS,n,,n,.0,q, am], 15 neurons, AoA as delta, training set: no wind

longitudinal flap up and land manoeuvres

The first result that comes out is that changing the vector of input, the number of
neurons or the NN’s layers results ineffective on latero-directional manoeuvers if the
training set only includes the longitudinal ones: in fact, in order to have good results in
all the possible maneuvers, is necessary to have a complete training set that cover the
largest possible part of flight evelope and includes both latero-directional both
longitudinal manoeuvers. This confirms what previously said in Sect. that the test
set must be a subset of the training set.

The second result that comes out is that the NN is able to work efficiently
independently of flap configuration.

An other interesting outcome is that if n, or r are added to the basic vector of input v,
it can be observed, in all laterodirection maneuvers, the birth of oscillating instabilities
that are due to sudden rudder variations. For example, if the rudder deflection
evolution is plotted for T'C38 dutch roll flap TO (Fig. , it can be remarked as the
instabilities in VS solution arise exactly where the rudder is activated while the result is
good where 9§, is in null position.
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Figure 54: Rudder deflection in TC38 dutch roll manoeuvre

11.1.2 Longitudinal and latero-directional training

The next step consists in including both longitudinal and latero-directional manoeuvers
in the training set. Once again, several attempts are carried out aimed to understand
the minimum vector of input necessary to the VS to follow correctly the AoA trend

provided by the real sensor.
Results of tests are reported hereafter.
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Figure 57: |TAS,TAS,n,.n,.0,q,r, am], 15 neurons, AoA as delta, training set: no
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Figure 59: [TAS, TAS, n,, Ny, Nz, @, 0, 4q, am} , 15 neurons, AoA as delta, training set:
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Figure 60: |TAS,TAS, Ng, Ny, Nz, @, 0, ¢, 7, am], 15 neurons, AoA as delta, training set:

no wind manoeuvers

The inclusion of latero-directional maneuvers in the training set actually leads to
improvements in  NN’s  performances. It can be observed that

[TAS, TAS,nx,ny,nz,gb,H,q,am} is the minimum optimum set of parameter which

returns an error on AoA estimate well confined between £1.5° in all the manoeuvers. It
is also remarkable that adding to the vector of inputs more parameters than necessary
is counterproductive: for example, adding the yaw rate r results in oscillations and
deterioration of the solution.

11.2 Without wind, AoA and AoS estimation - No GPS data

Once determined the minimum optimum vector of input for AoA estimation, the next
step consists in understanding which parameters, typical of latero-directional motion, are
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needed to be added to the previous vector in order to make the NN able to correctly
estimate AoS as well. Given that the yaw rate r is one of these parameters, commands
like aileron, rudder, elevator and throttle deflections have been added to evaluate their
importance for NN training. The NN is trained using a complete balanced set of both
longitudinal both latero-directional maneuvers.
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10 TC39 dutch roll flap land TC39 dutch roll flap land
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Figure 61: [TAS’, TAS,nx,ny,nz,gb,@,q,r, ozm,ﬁm,éa,csr], 15 neurons, AoA and AoS as

delta, training set: no wind maneuvers
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TC8 stall flap land
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TC39 dutch roll flap land - TC39 dutch roll flap LAND
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Figure 62: TAS: TAS7 Mgy Ty, Nz ¢7 07 q,7, Qin, Bina 5(1; 57‘, 667 5th,LH7 5th,RH ) 15 neurons,

AoA and AoS as delta, training set: no wind maneuvers

As can be observed from the results in Figs. [61] [62] there is a good correspondence
between the solution estimated by the real sensor and that given by the VS: the absolute
error is overall near to zero with only some peaks that are, on the other hand, always lower
than 1.5°. The VS shows the worst behaviour when it has to estimate AoS in logitudinal
maneuvers. On the other hand, as the sideslip angle is generally small throughout all
these maneuvers, even if the trends of VS and True curves are very different, the absolute
value of AoS error remains always very low (< 1°). Another outcome is that the only
commands necessary for the VS estimation are the ailerons and rudder deflections; on
the other hand the addition of left and right throttles and the elevator deflections does
not lead to improvements.

It is relevant to remark once more that the training set has been well balancend between
longitudinal and latero-directional maneuvers. An unbalanced set in one sense or in the
other would have bring to unacceptable results. Moreover it is worths to be noticed that
adding latero-directional maneuvers to training set or adding latero-directional parameter
to the vector of inputs does not deteriorate the AoA extimation carried out before.
Thus, on the basis of these consideration, it can be generally stated that the Neural
Network works successfully if trained and tested with no-wind simulator’s data and it is

GPS-free.

11.3 With constant wind

The following step consists in testing the NN in presence of constant cross wind and gust.
In particular, for TC1-TC9 and TC16-TC39 is imposed the disturbance of a contrary
constant cross-wind (that is with no component along z,, direction) with an intensity of
35 kts and direction 37.2° with respect to the geographic North; on the other hand, for
TC10-TC15, is set the superimposition of a constant cross-wind with an intensity of 10.2
kts, direction —137.7° N and a gust speed of 3.71 kts equal in all the direction (that is
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with both in the z,, — y,, plane components both off the plane).

Named NN,4t ny the Neural Network that has been found to work in Sect. it is

convenient to verify if this NN shows good performances in presence of external constant
wind as well.
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TC39 dutch roll flap LAND - with wind TC39 dutch roll flap LAND - with wind
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Figure 63: |TAS, TAS,nx,ny,nz,¢,9,q, T, am,ﬁm,éa,@], 15 neurons, AoA as delta,

training set: no wind maneuvers, testing set: with constant wind maneuvers

Even if in some cases (as can be seen in see Figs[63(i)] [63(g)) the error’s absolute value
is quite large, in general it can be stated that the NN is able to capture the maneuver’s
dynamic successfully. What comes out from these last tests is that the largest absolute
errors actually occur in those maneuvers where there is the superimposition of
cross-wind and gust speed (Fig.s [63(g)l [63(1)): in particular, this only results in an
offset of the VS estimation whereas the AoA/AoS trend is mostly well respected. On
the other hand, for what concerns tests where only constant cross-wind is imposed, it
stands out as the insertion of with constant cross-wind maneuvers (instead of no-wind
maneuvers only) within the training set is irrelevant for the NN’s accuracy.

11.4 With sinusoidal wind

Known that the NN works successfully if tested on maneuvers with constant wind, it is
now interesting to evaluate if good performance are achieved in other more complex
wind situations as well.

TC3 Steady state, TC6 Sawtooth glide, TC13 Pitch sweep flap up, TC18 Bank hold 20°
flap land, TC33 SHSS 15° flap land and TC39 Dutch roll have been repeated with the
superimposition of sinusoidal wind (see Fig. and used to test the previous NN that
was trained with only no-wind maneuvers. Results are reported in Fig. 65|
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TC39 dutch roll flap LAND - with sii idal wind TC39 dutch roll flap LAND - with sinusoidal wind
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Figure 65: [TAS, TAS,nx,ny,nz,¢,9,q, T, am,ﬁm,éa,@], 15 neurons, AoA as delta,

training set: no wind maneuvers, testing set: sinusoidal wind maneuvers

From Fig. emerges as the NN’s estimation generally follows successfully the real
aerodynamic angle’s dynamics. On the other hand, in some maneuvers the error’s
absolute value is quite large as the VS tends to under/overestimate its solution in
proximity of AOA/AOS’s peaks (see Fig.s [65(1), 65(j)}, [65(d)]). This behaviour suggests
the necessity to deepen the analysis and provide new maneuvers aimed to make the NN
learn more about transients.

11.5 Without wind, influence of center of mass

The Balance point (Centre of Gravity - CG) position is very important during flight
because of its effect on the aircraft’s stability and performance. As the flight progress,
the CG position moves when the distribution of the load varies (e.g. by passengers
moving about or by transferring fuel from one tank to another) and as the weight
changes by fuel burning off or by parachutists leaping out. The ideal location of the
center of gravity (CG) is very carefully determined by the designers and it must remain
within carefully defined limits throughout all stages of the flight. The pilot in command
of the aircraft has the responsibility on every flight to know the maximum allowable
gross weight of the aircraft and its CG limits. This allows the pilot to determine, on the
preflight inspection, that the aircraft is loaded in such a way that the CG is within the
allowable limits. Weight and balance is one of the most important factors affecting
safety of flight and an overweight aircraft, or one whose center of gravity is outside the
allowable limits, is not airworthy.

In this subsection, the influence of CG position will be explored testing NN,ut now
(trained with no-wind maneuvers and CG in intermediate position) with the same type

of maneuvers included in the training set but now carried out with constant wind and
CG in AFT position.
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Results are reported in Fig. [66]
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Figure 66: |TAS, TAS,nx,ny,nz,qﬁ,Q,q, T, ain,ﬁméa,ér], 15 neurons, AoA as delta,

training set: no wind maneuvers, testing set: with constant wind and AFT CG maneuvers
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The AoA/AoS’s dynamics is generally well captured by NN’s estimation but, as in some
maneuvers (see Figs. |66(j)H66(1)) the error’s absolute value reaches peaks of 3.8°, it can
be generally stated that the CG position has a certain influence in VS’s performance
and suggest to deepen the relative analysis.

11.6 Sensitivity analysis

As already exposed in Sect. [0] a Neural Network has one weight for every
input-to-neuron connection between the layers awn bias constant for each neuron in the
hidden layer. In general, several techniques exist to and its osses if weights related to a
certain type of input are low enough that the NN’s output can basically be considered
independent on that input signal.

Through new tests on NN, 4t ny, in this subsection will be basically evaluated the effects
of introducing an error of 20% on each input at a time on the AoA/AoS estimation.
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Figure 67: |TAS, TAS,nx,ny,nZ,qﬁ,G,q,r, am,ﬁm,éa,ér], 15 neurons, AoA as delta,

training set: no wind maneuvers, testing set: with constant wind and intermediate CG
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maneuvers, influence of a 20% error on TAS

As shown in Fig. a 20% error on TAS results in an maximum error that grows up
to 330% (from 1.5° to 4°). From this consideration it can be generally stated that the
TAS has a key role in AoS estimation and cannot be removed from the input vector. It
is moreover important to remark as the error on TAS essentially reflects on AoS
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Figure 68: |TAS,TAS, n,, Nyy Nozy @, 0, G, 7, Qi Bin, Oa,s (5r], 15 neurons, AoA as delta,
training set: no wind maneuvers, testing set: with constant wind and intermediate CG
maneuvers, influence of a 20% error on TAS

The introduction of a 20% uncertainty in TAS input signal does not lead to an increase

in AoA/AoS estimation’s error: this result suggest that the presence of TASdot in the
input vector is unnecessary and therefore can be neglected.
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Figure 69: |TAS, TAS,nx,ny,nz,gb,Q,q, T, am,ﬂm,éa,@], 15 neurons, AoA as delta,
training set: no wind maneuvers, testing set: with constant wind and intermediate CG

maneuvers, influence of a 20% error on 6

A 20% error in 6 input signal results in a very large error both in AoA both in AoS

estimation: the presence of pitch angle signal in the input vector is thus necessary for
the NN’s accuracy.
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Figure 70: [TAS, TAS,nx,ny,nz,gb,@,q,r, Qin, Biny 0a, 0|, 15 neurons, AoA as delta,
training set: no wind maneuvers, testing set: with constant wind and intermediate CG

maneuvers, influence of a 20% error on ¢

The most evident consequence of the introduction of a 20% error in roll angle is

highlighted in Fig. [70(c); the error in AoA became large and the NN loses accuracy. It

can be generally stated that the roll angle signal can not be taken off from the input
vector.
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Figure 71: |TAS, TAS,nx,ny,nz,gb,Q,q, T, am,ﬂm,éa,@], 15 neurons, AoA as delta,
training set: no wind maneuvers, testing set: with constant wind and intermediate CG

maneuvers, influence of a 20% error on n,
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TC30 SHSS flap UP - with constant wind - n, influence TC30 SHSS flap UP - with constant wind - n, influence
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Figure 72: |TAS, TAS,nx,ny,nz,gb,G,q, T, ain,ﬁm,tsa,dr], 15 neurons, AoA as delta,
training set: no wind maneuvers, testing set: with constant wind and intermediate CG

maneuvers, influence of a 20% error on n,
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TC30 SHSS flap UP - with constant wind - n, influence
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Figure 73: |TAS, TAS,nx,ny,nz,gb,G,q, T, ain,ﬁm,éa,&r], 15 neurons, AoA as delta,
training set: no wind maneuvers, testing set: with constant wind and intermediate CG

maneuvers, influence of a 20% error on n,

Uncertainties in n,,n,, n, result in a degradation of solution (see Fig. [71(c))) therefore
the inertial accelerations along each body axis are relevant for the NN’s accuracy.
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Figure 74: |TAS, TAS,nx,ny,nz,qﬁ,G,q,r, am,ﬁm,éa,ér], 15 neurons, AoA as delta,
training set: no wind maneuvers, testing set: with constant wind and intermediate CG

maneuvers, influence of a 20% error on ¢
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Figure 75: |TAS, TAS,nx,ny,nz,qﬁ,G,q,r, am,ﬁm,éa,ér], 15 neurons, AoA as delta,
training set: no wind maneuvers, testing set: with constant wind and intermediate CG

maneuvers, influence of a 20% error on r
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Figure 76: |TAS, TAS,nz,ny,nz,gb,H,q, T, am,ﬁm,éa,&], 15 neurons, AoA as delta,
training set: no wind maneuvers, testing set: with constant wind and intermediate CG

maneuvers, influence of a 20% error on d,

From Figs[74[75] it seems that all angular velocities do not play a really important role
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for the NN training and thus could be removed streamlining the vector of inputs.
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Figure 77: |TAS, TAS,nx,ny,nz,qﬁ,G,q,r, am,ﬁm,éa,ér], 15 neurons, AoA as delta,
training set: no wind maneuvers, testing set: with constant wind and intermediate CG

maneuvers, influence of a 20% error on 4,

The presence of oy, and [y, seems to well replace §, and 9§, for AoA/AoS determination
and thus could be removed from the input vector.
Results obtained through the sensitivy analysis on NN ., are highlighted in Tab. 2.

117



Input Parameter Influence on NN’s outputs

TAS high
TAS very low
0 very high
0] very high
Ny high

ny high

n, high

P low

q low

T low

0a very low
0y very low

Table 2: Results of sensitivity analysis on NNy

12 AoA/AoS estimation computing their absolute

value through NN

12.1 With constant wind

According to the patented procedure illustrated so far, aerodynamic angles are
calculated starting from a linear initial estimation of a;, (Eql67)/Bim (Eqf68) given by
mechanics of flight equations and then, an additional contribute Aa/Af is calculated
by a MLP such that AoA/AoS’s final NN estimation can be expressed as a = a;;, + Aa
and § = Bi, + AB. On the other hand Eq[67 and Eq[68| are no longer valid in presence
of external wind hence, if with-wind maneuvers are introduced in the training set, both
the angle of attack both the sideslip angle must be computed by the NN only through
their absolute value (ayn, Byn). In order to accomplish this procedure is necessary to
provide the NN with new input signals which do the same work of «;, and 3;,. In
particular, a first attempt is carried out with the input vector which contains all
commands, all angular velocities and all inertial accelerations then, a sensitivity
analysis is made to asses which of these input signals could be neglected.
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In Fig. are reported tests on with-wind maneuvers where the training set contains
only without-wind maneuvers and aerodynamic angles are computed without any
preliminary linear estimation of themselves (resulting in a Neural Network that from
now on will be referred as NN ). Besides, in Fig. is shown an attempt where the
training set includes a balanced set of both withouth both with wind maneuvers
(resulting in a Neural Network labelled as NN nyb)-
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Figure 78: [TAS7 TASu Ny, ny7 Nz, ¢7 97 p,q,7, 667 5f7 6f,LE7 60,7 67’7 % (6th,RH + 6th,LH) ) 30
neurons, AoA/AoS as absolute value, training set: no wind maneuvers, testing set: with

constant wind maneuvers
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Figure 79: [TAS? TASa Mgy Myy Nz, ¢7 9, p,q,7, 5ea 5f7 5f,LE7 5(17 57“7 % (5th,RH + 5th,LH) ) 30
neurons, AoA/AoS as absolute value, training set: both no wind both with wind

maneuvers, testing set: with constant wind maneuvers

Even if in those maneuvers where a costant gust was imposed (see Fig. and Fig.
79(e)) the offset between the real and the estimated solution for AoA decreases
considerably, NN’s results seems to be degraded with respect to that obtained in Sect.
reaching a peak of 4° error in it can be generally stated that the patented
procedure represents a better solution in case of constant wind maneuvers whereas the
estimation of AoA/AoS through their absolute value works better in that maneuvers
where there are gusts as well. One other results that comes out is that an hybrid
training set that contains both with constant wind both without wind maneuvers does
not lead to remarkable improvements with respect the solution obtained training the
NN only on without-wind maneuvers.
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12.2 With sinusoidal wind

It is now interesting to evaluate the behaviour of the virtual sensor based on NNggs pyp
in presence of sinusoidal wind.

From Fig. immediatly comes out as the a and ( estimations result to be very
degraded with respect to those obtained in Sect. besides some maneuvers where

the error’s absolute value reaches peaks very large and is absolutly unacceptable (see
Fig.s where the error even reaches 40° and 10° respectively) it always
results larger than that obtained using the patented-based NN.

It can generally be stated that the virtual sensor, in presence of external sinusoidal
wind, does not work efficiently with none of the two Neural Networks developed (and in

general all other situation with variable external wind) and therefore, its feasability
under variable wind conditions should be object of further studies.
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TC39 dutch roll flap LAND - with wind
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Figure 80: [TAS7 TASa Ngy Ny, Nz, ¢7 0, b,q,r7, 5€a 6f7 5f,LEa 5(17 57"7 % (6th,RH + 5th,LH) ) 30
neurons, AoA/AoS as absolute value, training set: both no-wind both with wind

maneuvers, testing set: with sinusoidal wind maneuvers

12.3 Without wind, influence of center of mass

The same analysis carried out in Sect. for the sinusoidal wind, is now pursued for
evaluate the influence of the center of mass position. As comes out from Fig. [81], in this
case as well it can be noticed a clear worsening of the o and [ predictions with respect
those obtained in Sect. showing a peak that, in Fig. even reaches 14°. These
results suggest that also the center of mass position represents a key parameter for the
NN training and its influence should be object of deeper studies in this regards.
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TC33 SHSS 15° flap LAND CG AFT - with wind TC33 SHSS 15° flap LAND CG AFT - with constant wind
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Figure 81: [TAS? TASa Mgy Myy Nz, ¢7 9, p,q,7, 5ea 5f7 5f,LE7 5(17 57“7 % (5th,RH + 5th,LH) ) 30
neurons, AoA/AoS as absolute value, training set: both no wind both with wind

maneuvers, testing set: no wind, CG in AFT position maneuvers

12.4 Sensitivity analysis

Standing the considerations and results obtained in Sect. [I1.6] it will be now carried
out a sensitivity analysis on signals contained within the input vector used to train
NNyss,nyp- As the importance of [T'AS, n,, ny,n., ¢, 0] it’s already been verified in Sect.
[[1.6] the attention will be now focused on angular velocities and commands. As
previously discovered in [I1.6] from Fig.s [82] B3] [84] comes out that angular velocities
does not play a key role for NN’s training in this case as well.
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Figure 82: [TAS? TASa Mgy Nyy Nz, ¢7 (9’ p,q,7, (Sea 5f7 6f,LE7 5(17 (57“7 % (5th,RH + 5th,LH) ) 30
neurons, AoA/AoS as absolute value, training set: both no wind both with wind

maneuvers, testing set: with constant wind maneuvers, influence of a 20% error on p
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TC6 ooth glide 180kts - with wind - q il
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Figure 83: [TAS? TASa Mgy Nyy Nz, ¢7 (9’ p,q,7, (Sea 5f7 6f,LE7 5(17 (57“7 % (5th,RH + 5th,LH) ) 30
neurons, AoA/AoS as absolute value, training set: both no wind both with wind

maneuvers, testing set: with constant wind maneuvers, influence of a 20% error on q
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TC6 Sawtooth glide 180kts - with wind - ri
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Figure 84: [TAS? TASa Mgy Nyy Nz, ¢7 (9’ p,q,7, (Sea 5f7 6f,LE7 5(17 (57“7 % (5th,RH + 5th,LH) ) 30
neurons, AoA/AoS as absolute value, training set: both no wind both with wind

maneuvers, testing set: with constant wind maneuvers, influence of a 20% error on r
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TC6 Sawtooth glide 180kts - with constant wind - Je influence TC6 Sawtooth glide 180kts - with constant wind - JE influence
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Figure 85: [TAS, TAS,nx,ny,nz,cﬁ,H,p,q,r, Oe, 07,071, Oa, Or, % (Oth, e + Otnrm)|, 30
neurons, AoA/AoS as absolute value, training set: both no wind both with wind

maneuvers, testing set: with constant wind maneuvers, influence of a 20% error on 4,
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TC6 Sawtooth glide 180kts - with constant wind - Jf influence TC6 Sawtooth glide 180kts - with constant wind - 45, influence
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Figure 86: [TAS? TASa Mgy Nyy Nz, ¢7 (9’ p,q,7, (Sea 5f7 6f,LE7 5(17 (57“7 % (5th,RH + 5th,LH) ) 30
neurons, AoA/AoS as absolute value, training set: both no wind both with wind

maneuvers, testing set: with constant wind maneuvers, influence of a 20% error on d¢
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TC6 Sawtooth glide 180kts - with constant wind - §; | . influence TC6 Sawtooth glide 180kts - with constant wind - §; | ¢ influence
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Figure 87: [TAS? TASa Mgy Nyy Nz, ¢7 (9’ p,q,7, (Sea 5f7 6f,LE7 5(17 57‘7 % (5th,RH + 5th,LH) ) 30
neurons, AoA/AoS as absolute value, training set: both no wind both with wind

maneuvers, testing set: with constant wind maneuvers, influence of a 20% error on és g
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TC6 Sawtooth glide 180kts - with constant wind - 63 influence
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Figure 88: [TAS? TAS, Ny, nya Ng, ¢7 (9’ b,q,7, (Sea 5f7 6f,LE7 5(17 57‘7 % (5th,RH + 5th,LH) 5 30

neurons, AoA/AoS as absolute value, training set:

both no wind both with wind

maneuvers, testing set: with constant wind maneuvers, influence of a 20% error on ¢,
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TC6 Sawtooth glide 180kts - with constant wind - Jr influence
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Figure 89: [TAS? TASa Mgy Nyy Nz, ¢7 (9’ p,q,7, (Sea 5f7 6f,LE7 5(17 (57“7 % (5th,RH + 5th,LH) ) 30
neurons, AoA/AoS as absolute value, training set: both no wind both with wind

maneuvers, testing set: with constant wind maneuvers, influence of a 20% error on 4,
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TC6 Sawtooth glide 180kts - with constant wind - 6‘ influence
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Figure 90: |TAS,TAS,n,, Ny, Nzy @, 0,D,4,7, ¢, 0f, 0g, Oy, % (0th,rE + Oth.rmr) |, 30 neurons,
AoA/AoS as absolute value, training set: both no wind both with wind maneuvers, testing

set: with constant wind maneuvers, influence of a 20% error on % (Ot,Lir + Ot rpr)

138



As it can be noticed in Figs, , a 20% error in ¢, 0f . and Oy, is reflected in a
deterioration of AoA/AoS estimation: it follows that these signals play a key role in the
NN training for the AoA/AoS determination as their absolute values. On the other
hand, from Fig. it seems that, for these particular type of maneuvers, the angular
deflections 4., d, and 0, have a lower weight on AoA/AoS estimation and thus may be
removed from the input vector.

Results obtained through the sensitivy analysis on NN 5y are summarized in Tab. 3.

Input Parameter Influence on NN’s outputs

TAS high
TAS very low
0 very high
[0) very high
Ny high

Ty high

n, high

p low

q low

r low

Oy high

Ot LE high

Oep high

e very low
O very low
o, very low

Table 3: Results of sensitivity analysis on NN pyp

13 Conclusion

This work deals with the development and application of an innovative solution for the
estimation of aerodynamic angles on aircrafts using synthetic sensors based on Neural

139



Network techniques. Two type of Neural Networks were developed with the aim of
predicting simultaneously both angle of attack both angle of sideslipe by processing
inertial data, command surface positions, flap positions and dynamic pressure: the first
NN was built estimating aerodynamic angles using a patented procedure [33] whereas
the second one was developed evaluating o and 3 as their absolute value. From both
virtual sensors came out that the flap configuration (i.e. UP/TO/LAND) is irrelevant
for the Neural Network training, whilst a correct coverage of the input signals’
hypercube with a sufficient number of both longitudinal, both latero-direction
maneuvers is a necessary condition.

The first patented NN-based virtual sensor was trained using only without-wind
maneuvers and was demonstrated to be very accurate if tested on maneuvers in absence
of wind (AoA error always within £1.5° and AoS error always within +1.0°) and in
presence of constant wind without gusts (AoA/AoS error always within £1.5°). On the
other hand, the same virtual sensor showed degraded performance when tested on
maneuvers in presence of constant wind and constant gusts (AoA error’s absolute value
that reached peaks of 2.8° despite the AoS error remained very low). The
superimposition of external sinusoidal wind resulted to be an issue: even if the
AoA/AoS trend was well captured and the error’s absolute value in estimation of «
always stayed within £2°, the prediction of [ results inaccurate and the error’s absolute
value reached peaks of the order of 5 — 6°. Furthermore, tests on maneuvers in absence
of wind with center of mass in forward and aft position showed a syntetic sensor that, in
most cases, seemed to work efficently but, in some situations, provided a poor
estimation of both aerodynamic angles with an error’s absolute value that reached 4°.
As the training set for the patented procedure was confined to maneuvers in absence of
external wind and gusts, the second virtual sensor was trained, giving in output the
respective aerodynamic angles absolute values, firstly with the same training set
previously adopted and secondly with a balanced complete set of maneuvers with
constant wind and without. The first result that came out was that the introduction of
constant wind maneuvers in the training set does not lead to remarkable differences or
improvements with respect to « and [ prediction obtained with only no-wind
maneuvers in the training set. This suggests that maneuvers without and with constant
wind have the same influence on the Neural Network training set. For each of the two
training set, the virtual sensor developed estimating o and [ as their absolute value was
tested on the same maneuvers with constant wind and gusts as before. Results
demonstrated a better prediction for those maneuvers where external gusts were
imposed and a degraded performance for those maneuvers where only a costant wind
was present. On the other hand, tests both with sinusoidal wind both by varying the
position of the center of mass, showed a clear worsening in a and J prediction with
respect to those obtained using the NN obtained according to the patented procedure.
In light of these considerations it can be generally stated that an all weather, GPS-free
and Neural Network-based synthetic sensor may currently represent a valid support to
physical sensors only in absence of external wind or in presence of constant wind. In
these conditions, the virtual sensor has always an accuracy of +1.5° and complies with
certification requirements. On the other hand, to be feasibile in real flight situation, this
work has demostrated as it is necessary a further study on transients due to variable
external wind and on the influence of the location of the center of gravity. In fact, even
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if the general trend of the aerodynamic angles’ dynamics is always well captured, errors
of the order of 5 — 6° are too large with respect to the bandwidth of +1.5° that was
targeted.
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