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Summary

Nowadays one of the main aspects of smart homes and smart cities is human localisation and movement estimation. It can lead to a better quality of life with reduced costs for example by controlling other existent smart technologies as automatic heating and lightning. Moreover, indoor movement monitoring can be really useful in assisted-living for elderly people.

This kind of system must be privacy-aware and easy to use and a tagless passive positioning system can be a good choice. Among the different type of passive sensing, one of the most interesting is the capacitive sensing. This kind of technology has already been used in mobile and wearable devices, but there are few studies on human localisation.

However, the need of cheap hardware and the possibility to analyse the acquired data by a microcontroller make capacitive sensors easy to produce and to prototype.

These sensors are the basis of a long-term research project at DET called 'Capacitive sensing for indoor human localisation' within with this thesis work was carried out.

Among the different modes of working of capacitive sensing, the loading mode has been chosen since a single electrode is used. The principle of working is simple: as the person gets closer to the sensor, the capacitive coupling between the body and the sensor increases and by measuring this capacitance, the distance from the sensor can then be inferred.

The experiment has been made in a 3 m x 3 m room using four capacitive sensors. Then an indirect measurement of the capacitance has been performed by measuring the frequency of a 555 timer-based relaxation oscillator. An Arduino board has been used to evaluate the frequency for each sensor, then the measurement has been sent to a base station by a wireless module. Machine Learning classification algorithms have been used for localisation purpose.

Finally, the position of the person within the room has been monitored using two systems.
The first uses four capacitive sensors as in previous experiments, while the second is based on four ultrasound anchors that can localize a mobile tag and is used as accurate reference.

Since the capacitive sensor captures environmental noise, its range and stability over time are limited and the collected data are affected by noise. The reference position and the capacitive sensors readings have been collected concurrently: the former data has been used for training data labelling and inference testing, the latter data has been pre-processed with digital filtering, then neural networks have been used to infer the correct position.

The obtained data set has been used in the thesis work that will focus on different Machine Learning approaches to localise and evaluate the movement of a person in a room.

The whole data set has been divided into three subsets used for the training, validation and testing steps.

For all the simulations TensorFlow and Keras Python libraries have been used, training and validation error curves obtained during the training, validation and test phases have been monitored, to prevent overfitting or underfitting.

Different Neural Networks have been trained and tested to report location estimation as a pair of X/Y coordinates and performance are evaluated in terms of mean squared error (MSE) and Euclidean distance error (EDE).

Three main types of Neural Networks have been analysed:

- Fully Connected Neural Networks: made by a series of fully connected layers, also known as Multilayer Perceptrons (MLP), used as a starting point to better understand the general behaviour of a neural network

- 1D-Convolutional Neural Networks: used to derive features from short segments of the overall data set. This can be useful to analyse time sequences of sensor data and infer the movement from collected data.

- Long Short Time Memory (LSTM): they are recurrent neural network (RNN) architecture able to process sequences of data, and hence potentially useful for movement estimation of a person in a room

Initially, some experiments have been conducted on Neural Networks with only fully connected layers to explore better the main tools used to develop the network and evaluate the results.

Network hyperparameters, such as the learning rate, the number of hidden layers and neurons in the hidden layers have been tuned to improve the network performance. The loss function evaluated during the training and
validation suggested the net was overfitting the data, that means it is difficult to make accurate predictions for new data. This aspect was confirmed in the trend of predicted trajectories: they cannot approximate references curve well.

Since during the design space exploration (DSE) the results with this kind of network have been too high in term of root mean squared error (0.35 m) and Euclidean distance error (0.45 m), the focus moved to the convolutional neural network (CNN) to have a better path recognition.

Among all the types of CNNs, 1D-Convolutional layers have been chosen to build the net, known also as 'temporal convolution': the aim was to provide the neural network multiple samples in a time window, to make the network better infer the movement of a person in the room.

Multiple window sizes were considered and hyperparameters tuning has been performed to find a good trade-off between the complexity of the network and performance.

Results have improved over the previous kind of network, reaching a root mean squared error on the test set of 0.25 m and an Euclidean distance error of 0.29 m. On the other hand, the loss functions suggested that also this network was overfitting the training set.

Since the overfitting can be due to the small data set and a too complex neural network, different tries on really small 1D-CNN have been performed and it has been found that the results, in terms of MSE and EDE, are similar to those achieved with more complex networks. However, the overfitting remained even if it was attenuated. Indeed, the predicted curves were smoother but still could not match some parts of the reference curves. This result suggests that the problem can be related to the small and noisy data set used for the experiment.

As last step, a recurrent neural network has been explored by using the Long-Short Term Memory network, known to be able to analyse data sequences: they provide a flexible model due to their internal self-connections, so that current predictions can take into account the previous ones.

Design space exploration through hyperparameters tuning has been executed as well, finding good results with a root mean square error on the test of 0.24 m and an Euclidean distance error of 0.30 m. Overfitting remained at a lower level and it was confirmed by the quality of the predicted trajectories.

In general, the results suggest that small networks, in particular the LSTM ones, are good for movement recognition from noisy capacitive sensors readings. The quality of the data set is very important, especially to have sufficient samples for adequate neural network training and a high signal-to-noise ratio.
Future work can be devoted to collect less noisy sensor data to confirm the quality of the networks analysed here, or by trying the sensor fusion approach, which means processing data from several types of localisation sensors to collect more information on position.
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Chapter 1

Introduction

There are different technologies capable to locate the position of a person (some of them are pressure sensors, ultrasound wave sensors or infrared sensor), among all the possible choices, a capacitive sensing system has been chosen and in this section, the main reasons have been described.

1.1 Capacitive sensing

Capacitive sensing has been chosen to collect data in order to eventually produce a simple and cheap product to localise people in a room.

This kind of technology has been used in the production of devices such as capacitive touchscreen, that can locate the position of the finger in the screen area thanks to the capacitance that is created between the screen and the finger [11].

A capacitance exist between two electrodes separated by some distance, defined as the charge ratio between the change of electrical $Q$ and the change of potential $V$:

$$C = \frac{Q}{V}$$  \hspace{1cm} (1.1)

As explained in [8] human body is conductive, so capacitances exist naturally between people and the environment (Figure 1.1), then to locate or evaluate the proximity of users it is sufficient to measure the changes in capacitive coupling between sensor plane and human body.

There are three ways to sense the nearness of a body with capacitive sensors as explained in [22]: shunt, transmit and load mode (Figure 1.2). For indoor localization, the most interesting is the last one, because of its simplicity and
good measurement results. Indeed, the load mode uses one electrode, the human body loads the electrode and the proximity is evaluated by considering that the capacitive coupling increases as the body gets close to the electrode.

Several studies have been conducted on this topic, so limitations and advantages have been found.

The [8] and [26] discuss some limitations, that consist mostly of the acquisition and quality of data. The main problem is related to the limited tracked range. The empirical model is:

$$C = \epsilon A$$

where x depends on the environment, A is the capacitor plate area and d
is the distance between the sensor and the object to track. Since distance sensing depends on the plate size of the capacitive sensor, distant objects can be tracked by using more capacitive plates so that the object is always close to a sensor [4].

The other important issue is the external influences such as temperature and humidity changes or the presence of conductive objects that should not be tracked but can change the dielectric properties leading to ambiguous or erroneous measurements. The sensitivity to both signal and environmental noise depends especially on \( A \), the effective area of capacitor plates.

On the other hand, capacitive sensors can be used also in the presence of non-conductive objects in the line-of-sight since their influence on dielectric properties is low, so they can be installed in walls. Moreover, the cheap hardware required (electrodes made by different materials and shape) and the possibility to analyse the acquired data by a microcontroller make capacitive sensors easy to produce and to install.

### 1.2 Previous work

The main project aims to develop a human localisation system to be installed in an indoor environment for the assisted living of people, especially the elderly ones.

As explained in [19] four capacitive sensors has been placed in a 3 m x 3 m room to perform an indirect measurement of the capacitance by measuring the frequency of a 555 timer-based relaxation oscillator. For each sensor the frequency is evaluated on an Arduino board, then the measurement is sent to a base station by a wireless module.

![Building blocks of the system from [2]](image)

Figure 1.3: Building blocks of the system from [2]
The movement of a person in the room is translated into capacitance variations then converted to frequency variation through the following formula:

\[ F = \frac{1}{0.7(R_1 + 2R_2)C} \]  

Several plate size have been analysed in [19], the resistance values have been chosen to have a good trade-off between sensitivity and sensor size.

Once the frequency measurement has been sent to the base station, post-processing of data and person localisation can be executed. The main building blocks of the system are shown in Figure 1.3.

In [2] different kind of Machine Learning classification algorithms taken from Weka collection have been tested on the collected data to understand how it can reduce the effect of the environment on the localisation.

Figure 1.4 shows the setup of the experiment: a person stood in each position, changing the orientation of the body, for more than one samples. Several samples have been collected among the 16 positions.

![Figure 1.4: Organization of the experiment in [2]](image)

It has been found that LogitBoost and AdaBoostM1 running on top of Random Forest achieved the best results, with an average distance error of 0.06m.
The in the most recent experiment the position of the person within the room has been monitored using two systems [23].

The first uses four capacitive sensors installed in the centre of a “wall” of the virtual room, providing readings three times per second.

The other system (from Marvelmind Robotics [12]) is based on four ultrasound anchors that can localize a mobile tag with +/-2 cm accuracy at 15 Hz and has been used as reference for neural network training because of its accuracy. The capacitive sensors are made with plates of 16 cm x 16 cm, similarly to previous experiments [19], [2]. Figure1.5 shows the whole system.

The reference position and the capacitive sensors readings have been collected concurrently to use the former data for training data labelling and inference testing, while the latter data has been pre-processed with digital filtering, then neural networks have been used to infer the correct position.

Since the capacitive sensor front-end is sensitive to environmental noise,
its range and stability over time are limited, so the collected are affected by noise. Data processing includes the following steps [23]:

- translate the average of capacitive sensors reading to zero
- use a Median Filter with a wide window (50s) to extract slow drift
- use a Low-Pass Filter with a pass-band of 0.1 Hz and stop-band of 0.6 Hz to reduce high pitch noise.
- subtract the median filter from the low pass filter output
- normalize the obtained values to (0;1) range

Best values for the window and the cutoff frequency were found empirically. Sensor data tuples are composed of four values, one for each sensor, collected at the same time at 3 Hz frequency. Each tuple is labelled with the corresponding ultrasound sensor reading. The obtained data set has been used in the thesis work.

1.3 Thesis contribution

Starting from the good results obtained in [2] and the work in progress in Dipartimento di Elettronica e TelecomunicazioniI (DET) of Politecnico di Torino [23], the thesis work will focus on different machine learning approaches to handle the noise in the collected data and infer the movement of a person in a room.

Different Neural Networks have been trained and tested to report location estimation and performance have been evaluated in terms of mean squared error (MSE) and Euclidean distance error (EDE). Moreover, to prevent over-fitting or underfitting, training and validation error curves obtained during the training, validation and test phases have been monitored.

Three main types of data analysis based on machine learning approaches have been explored:

- Fully connected Neural Networks
- 1D Convolutional Neural Networks
- Long Short Time Memory (LSTM)
The design space exploration (DSE) for all of these structures has been performed to find a good trade-off between the complexity of the network and the MSE.

In Chapter 2, some basic knowledge about Machine Learning and Neural Networks have been discussed, then in Chapter 3 the main step in the design space exploration (DSE) have been explained and some considerations on the all different cases of study has been done in Chapter 4.
Chapter 2

Machine Learning

With experiments conducted in [2], it has been found that machine learning approaches are suitable for the sake of position identification in a room. Indeed they can attenuate sensor data variability and noise due to environmental conditions, obtaining good results in position estimation.

Then, this method has been used in this thesis to estimate the movements of a person in a room. In this chapter, some of the main topics about Machine Learning will be analysed to introduce basic concepts that have been used in the thesis work.

2.1 Some basic knowledge

The term "Machine Learning" has been introduced by Arthur Samuel in 1959 in the article "Some Studies in Machine Learning Using the Game of Checkers"[20]. He described the machine learning as:

"the field of study that gives computers the ability to learn without being explicitly programmed."

A more formal definition has been provided by Tom Mitchell in [13] :

"A computer program is said to learn from experience $E$ with respect to some class of tasks $T$ and performance measure $P$, if its performance at tasks in $T$, as measured by $P$, improves with experience $E$.

Then, it can be said that a machine is learning if it can change its parameters to improve its performance.

As explained in [14] and [21], a machine learning problem can be faced as:
• **Supervised learning**: where inputs $x_i$ and output $y_i$ samples are given to the learning algorithm that has to learn the function $f$ that relates input to output such that $f(x_i) = y_i$. Depending on the type of $y_i$ values it can be distinguished in other two kind of supervised learning problems:

  – *classification* problem: $y_i$ are among a discrete and finite group of values
  – *regression* problem: $y_i$ is a continuous variable

For historical reasons, the function $f$ is also represented as $h$ and it is called hypothesis [14]. When a new input set is given, the hypothesis $h$ obtained can be used to predict the output values.

• **Unsupervised learning**: only a collection of $x_i$ values is given to the learning algorithm which has to derive the structure from them [14]. This can be done in two ways:

  – clustering approach: used to group the samples in clusters that share some regularities.
  – non-clustering approach: used to find a structure in a chaotic environment.

No feedback on the prediction results is present.

Since supervised learning has been the approach used in the thesis work, more explanations are given in the following, also a simple scheme is reported in Figure 2.1.

In supervised learning there are two main steps:

1. train: a step in which the algorithm that has to learn the hypothesis function that describes the data used. Sometimes also a validation phase can be included during this step.

2. test: a step in which the generalization capability of the algorithm are tested.

In the training step, a set of input and target samples $(x_i, y_i)$, called *training examples* creates a collection called *training data set* that is provided to the algorithm. The performance is evaluated through the cost function
$J_{\text{train}}(\theta)$, that measures the difference between the targets and the outputs of the algorithm [14].

To minimize the cost function, several steps are performed by the algorithm, in which parameters $\theta$ are tuned to reach the best result, so when the target and the output values are the nearest. Then parameters values are stored and the training step ends. When the validation is used, also a validation set, smaller than the training one, is included in this procedure to identify the minimum of the cost function by using validation error $J_{\text{val}}(\theta)$: the model with the lowest validation error is selected.

In the testing step, a test set is used, made by a lower number of samples respect to the previous training set. Since generalization is the capability of the algorithm to act well on unknown data, this time targets are not shown to the algorithm: it has to predict the output starting from input data using the parameters saved at the end of the training [14][21].

Also in this step the cost $J_{\text{test}}(\theta)$, called "error", is evaluated through the comparison between the computed outputs and the known targets. The test error is usually higher than the training one on which the model is calibrated. Test error can be close to the training one only if the model has reached a good generalization.

It is important to take into account the complexity of the model: it should match the complexity of the function that describes the relation between input and output data to have good performances.

Otherwise, as explained in [14], generalization will be poor and two situation can happen:

- underfitting the data: when model complexity is lower than the actual
function. The error on the training set and test set are both high.

- overfitting the data: when the model is too complex than the actual function. The models fits the samples perfectly but it is not the same for the test set, that results outside the fit curve.

Among all the available machine learning algorithms, neural networks have been chosen to analyse the data collected from capacitive sensors, described in the following section.

### 2.2 Neural Networks

Neural networks applications belongs to different fields such as speech recognition, image recognition, and machine translation software [24].

This make them a suitable algorithm to use for the thesis objective: infer the movements of a person in a room for assisted-living sake.

Neural network is a machine learning algorithm based on brain model [16]: to model biological neuron (Figure 2.2a), non-linear elements are used that use weighted sum of the outputs of other elements as their inputs.

The basic element of every Neural Network is a neuron that can be considered computational units that take inputs (dendrites) that are led to outputs (axons). In Figure 2.2b a neuron with three inputs is shown.

![Figure 2.2: Real neuron (a) and artificial neuron (b)](image)

The circle is the computational part, made by two main part: the sum between all the weighted inputs $w^T x$ and the bias $b$ and the activation function, represented as the sigmoid function of the first part computation, that evaluate the neuron output[15].
The structure presents two layers: the input nodes is the first layer, called *input layer*, the computational node is the second layer, called *output layer*.

In the middle intermediate layers can be added, called *hidden layers*, an example is reported in Figure 2.3. This type of structure is called feedforward neural network.

By combining different neurons a neural network can be implemented.

![Figure 2.3: Neural network with one hidden layer from [15]](image)

Depending on the purpose of the network to be built, different activation functions can be used, the most common are:

- Sigmoid function: defined as \( \sigma = \frac{1}{1+e^{-z}} \) is generally used in the hidden layers
- ReLU function: Rectified linear unit, defined as \( a = max(0, z) \) is generally used in the output layers

After creating the network all weights and biases have to be initialized, then they are tuned during the training to optimize network performance. As introduced in Section 2.1, the performance of the network is evaluated through the *cost function* or *loss function*, that shows how much targets and outputs are different, in the best case they result as close as possible, make the loss function reaching the 0.

Optimization algorithm are needed to minimize the cost function. They are used in combination with the backpropagation algorithm that works by computing the gradient of the loss function respect to each weight, computing the gradient one layer at a time, iterating backwards from the last layer to avoid redundant calculations of intermediate terms in the chain rule [15].

One interesting parameter of the optimization algorithm is the *learning rate*, by changing its value the optimization algorithm converges in different
ways: in general its value should be nor too high (otherwise it can overshoot the minimum and fail to converge) nor too small (otherwise it reaches the minimum very slowly) [14].

In the thesis, Mean Square Error is used to estimate the error and two main optimization algorithms have been used: Stochastic Gradient Descent (SGD) and Adamax. Mean Square Error is defined as follows:

$$MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2$$

where $y$ is target, $\hat{y}$ is output, $N$ is the number of samples. It can be generalized also to multi-output problems.

As explained in [17] one of the main limitations of traditional forms of feedforward neural network is related to the computational complexity. For example, in coloured image analysis, the number of weights on just a single neuron of the first layer significantly increases.

Indeed, the size of the image (for example, by considering a multidimensional vector, the size can be 64x64 pixels), the number of feature of the image (3 in the case of RGB images) and the computation have to be taken into account: a simple multiplication between these parameters strongly increases the size of the output (output will be 12'228).

This is bad for computational resources and time required, but also for the overfitting problem: the model can easily overfit because of its huge complexity.

### 2.3 Convolutional Neural Networks

CNN overcome some limitations of the feedforward networks and find numerous applications, such as time series forecasting [3]: they perform well on learning time sequence dependencies, making them suitable for trajectories prediction.

The name of these networks derives from the mathematical operation called convolution, used in their layers [6][25].

In [17] a good explanation of convolutional neural networks is presented by outlining the basic concepts, the layers required to build this kind of network. The convolutional neural network architecture is composed of three types of layers:

- Convolutional layers: it computes the output of neurons by using the scalar product between the input and the kernel, the result is processed
through an activation function and the output feature map is created [10].

- Pooling: it performs downsampling of the given input to reduce the number of parameters and computational complexity.

- Fully-connected layers: it is used in the end for classification. ReLU is used between these layers to improve performance.

A CNN architecture is shown in Figure 2.4.

Figure 2.4: Convolutional neural network structure example from [10]

In general, CNNs are trained in a supervised method similar to the fully connected approach explained in Section 2.2. This time, the gradient of each network (then both the convolution and fully-connected layers) parameters are computed. The parameter are updated until a certain stopping criterion is achieved [10].

The number of hidden CNN layers and kernel size per CNN layer can be tuned to obtain the desired structure. These parameters, together with the number of fully connected layers and the choice of activation functions are the main hyperparameters of this type of networks.

In the thesis, 1D convolutional neural networks, also called temporal convolutional neural network, have been used. It is found that they are effective with fixed-length sequences of data. In this kind of CNN, 1D arrays replace 2D matrices for both kernels and feature maps, leading to a low computational complexity CNN [10].
As explained in [6], even if convolution across 1D temporal sequences tries to share parameters across time, this evaluation results superficial since only of a small number of nearby segments of the input is considered in computing the output. A more suitable neural network family that can analyze data over time are Recurrent networks, they will be discussed in the next section.

### 2.4 Long Short Term Memory (LSTM)

Recurrent neural networks are known for their ability in finding correlations between data, then they are used for tasks as speech recognition [7]. They are also used in time series prediction [18], make them suitable for the main task of this thesis.

![Figure 2.5: Recurrent neural network structure and its unfold version from [6]](image)

In Recurrent Neural Networks (RNN) structure, each output is a function of the previous members of the output and they are computed in the same way. In this way, parameters are shared through a very deep structure.

To understand better how RNNs work it is useful to "unfold" the generic structure, as represented in Figure 2.5. With this representation, it can be easily shown that the last state has information about the whole sequence [6].

A complete overview of RNNs types and structures is made in [6], among them, Long Short Term Memory (LSTM) networks are the most used in practical applications. They have been employed in the thesis work and will be discussed in the following.

LSTM networks are a type of recurrent neural networks that have been demonstrated to be particularly useful for learning from sequences of data [9]. They are composed of LSTM cells (Figure 2.6) which use an internally gated self-loop and three gating units that controls the information flow by deciding what should be throw away. All these units have:
- input gate: allows the accumulation of the input value into the state depending on its value
- forget gate: controls the weights of the state linear self-loop
- output gate: can extinguish the output of the cell

A more detailed explanation of mathematics that manage this kind of network and some variants can be found in [6].

Also LSTM networks, similarly to CNN and fully connected networks, can be trained in a supervised way, with a training set and, an optimization algorithm with backpropagation.
Chapter 3

Neural network optimization

As explained before in Chapter 1 Section 1.3, the thesis work begins with the data collected and used in [23], some studies about machine learning and neural networks have been examined and finally, three main types of data analysis have been explored:

- Fully connected Neural Networks
- 1D Convolutional Neural Networks
- Long Short Time Memory (LSTM)

The data set used in all the experiments is the same, composed by four values that came from the capacitive samples and two values from the ultrasound sensors, that are related to X and Y position in the room. In total, 1626 labelled samples have been collected and divided into 3 sets to execute a supervised learning:

- Training set: composed of 976 training examples presented to the algorithm in the learning phase
- Validation set: composed of 325 validation samples, used to choose the best model
- Test set: composed of 325 test samples, used in the test phase to evaluate the performance of the chosen model
The training is executed for 1000 epochs and early stopping method has been used to avoid overfitting: the model that performs better on the validation set over the epochs is saved and used in the test phase. During the learning some graphs have been produced:

- the loss function curve of learning and validation, to check the presence of overfitting or underfitting
- the predicted trajectory and the ground truth curves, to visualize the results of the prediction over the actual path

Moreover, some data to evaluate the network have been saved in a comma separated values (CSV) format file:

- best MSE obtained in both the training and testing phase: evaluated as explained in Chapter 2 Section 2.2 with the formula (2.1).
- the best epoch: the epoch in which the model used on the training set is saved
- an estimation of the complexity of the network expressed in "number of parameters"
- the estimation of the distance error as euclidean distance, as the length of the line segment connecting the predicted and the actual points. Then, given the reference trajectory and the predicted trajectory, each described as n ordered points

\[
R = (x_{r1},...,x_{rn}; y_{r1},...,y_{rn}), P = (x_{p1},...,x_{pn}; y_{p1},...,y_{pn})
\]  

(3.1)

the Euclidean distance between them is the sum of the Euclidean distance between each couple of points that composed the trajectories

\[
DE = \sum_{i=1}^{n} \sqrt{(xp_{i} - xr_{i})^2 + (yp_{i} - yr_{i})^2}
\]  

(3.2)

where \( n \) is the number of points that describes the curves

The design space exploration (DSE) of all the networks analysed is discussed in terms of two of the previous parameters:

- \( Test \ MSE \ (m^2) \)
- Neural Network Complexity (number of parameters)
TensorFlow has been used to build and train models through the high-level Keras API, which makes getting started with machine learning simple [1]. The very starting point was to learn the usage of TensorFlow and Keras to write the python code and conduct all the experiments.

In the following sections, all the steps of the experiments will be explained and results will be discussed separately.

### 3.1 Multilayer Perceptron Neural Networks

Generally, fully connected networks made by multiple hidden layers are called Multilayer Perceptron (MLP) Neural Networks. The main steps in MLP networks analysis are:

1. Analysis of a first larger model: the first model was the more complex, some experiment have been conducted to study how it behaves on the data set used. Starting from the results two approaches have been explored:
   - Use a different optimizer: an optimizer with a higher learning rate has been used
   - Increase/decrease the number of neurons: the structure of the network has been changed to check if prediction improves.

2. Analysis on smaller network: a smaller network with just one hidden layer has been tested. Again the number of neurons in the hidden layer has been changed to check if prediction improves.

It is known that the performances of the network depends also on weights and biases, that are randomly generated at the beginning of the training. Since this can lead to different solutions for the same network, each experiment has been executed for 10 times, to be sure that results achieved on one execution aren’t sporadic.

#### 3.1.1 Analysis of a larger model

The first MLP network described and analysed was composed of an input layer with 4 input neurons, each corresponding to one capacitive sensor reading, five hidden layers with 64 neurons per layer and an output layer that computes two values (Figure 3.1). The NN model is sequential, described layer by layer in Keras. The optimizer Adamax has been used to train the...
network. More information about models and optimizers can be found in Keras Documentation [5].

The input layer receives four values from the data set and the output layer computes the estimated X-axis and Y-axis values corresponding to human presence in the room.

In the Table 3.1 the main results are reported. It can be noticed that the distance error of ~0.44 m can be too high for assisted-living. Moreover, neural network learning seems to stop too early since the best epoch is the 9th out of the 1000 available.

<table>
<thead>
<tr>
<th>Neurons per hidden layers</th>
<th>Best Epoch</th>
<th>Test MSE ($m^2$)</th>
<th>Distance Error (m)</th>
<th>Complexity (number of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>9</td>
<td>0.126</td>
<td>0.443</td>
<td>17,090</td>
</tr>
</tbody>
</table>

Table 3.1: Results of MLP with 5 hidden layers with 64 neurons per layer

The resulting loss functions for training and validation set are shown in Figure 3.2.

When the training and validation errors steadily decrease, the NN learns useful information about the problem and it is able to generalize it. The training should stop when the validation error starts to increase, which is an indication of NN is overfitting the training data and loosing generalization capability. It can be easily seen that there is a generalization problem: while
the training loss decreases over the epochs, the validation loss curve does not follow the train loss curve, on the contrary, it is noisy and it strays very soon from the expected behaviour. This means that the model is learning from the training set but it is not able to generalize well on the validation set.

The bad generalization on the training set is confirmed in the testing phase by the graphs in Figure 3.3 where the X and Y axes prediction is shown.

It is clear that the predictions are not sufficiently accurate: too many
spikes are present over a smoother reference curve.

Then, the model has been changed: SGD optimizer has been used that by default provides a learning rate higher than the Adamax.

Obtained results are reported in the following.

<table>
<thead>
<tr>
<th>Neurons per hidden layers</th>
<th>Best Epoch</th>
<th>Test MSE ($m^2$)</th>
<th>Distance Error (m)</th>
<th>Complexity (number of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>122</td>
<td>0.125</td>
<td>0.451</td>
<td>17'090</td>
</tr>
</tbody>
</table>

Table 3.2: Results of MLP with 5 hidden layers with 64 neurons per layer and SGD optimizer

Since the optimizer just describes the learning method network, its change does not affect the number of parameters. However, results are close to the previous ones, as can be seen from Table 3.2. The loss function has a better behaviour in the beginning but it has a worse behaviour in the following as it can be seen in Figure 3.4.

In Figure 3.5 it is shown that also the prediction curves are similar to the previous experiment. Therefore, it can be said that this type of changes
is not very effective to reach better performances. This could be due to the higher learning rate of the optimizer used, which results probably too high.

Then, the optimizer has been changed again to the Adamax and the focus moved on changes concerning the network structure, starting from the number of neurons per layer.

The next structure used is the same as Figure 3.1 save for the number of neurons that has been increased to 128. In the Table 3.3 the main values are reported. Results on MSE and distance error are worse than the previous ones.

<table>
<thead>
<tr>
<th>Neurons per hidden layers</th>
<th>Best Epoch</th>
<th>Test MSE ($m^2$)</th>
<th>Distance Error (m)</th>
<th>Complexity (number of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>24</td>
<td>0.184</td>
<td>0.523</td>
<td>66'946</td>
</tr>
</tbody>
</table>

Table 3.3: Results of MLP with 5 hidden layers with 128 neurons per layer

Loss functions (Figure 3.6) seem to have a comparable behaviour to the one in Figure 3.2 and the problem of bad generalization is not overcome with these changes. Indeed, predicted trajectories, shown in Figure 3.7, confirm the bad generalization.

Since increasing the number of neurons did not lead to better results, other two network configurations with a lower number of neurons per layers have been tried: one with 32 neurons per hidden layer and the other with 8
Figure 3.6: Loss function MLP with 5 hidden layers with 128 neurons per layer

Figure 3.7: Test trajectory and ground truth of 5 hidden layers with 128 neurons per layer.

Results for both of them are reported in the Table 3.4. The distance errors are close to the results obtained in the network with 64 neurons per layer. This means that performances comparable to complex networks can be reached with a lower complexity network.

However, the problem of overfitting is always present, as it can easily seen
Table 3.4: Results of MLP with 5 hidden layers with 32 and 8 neurons per layer

<table>
<thead>
<tr>
<th>Neurons per hidden layers</th>
<th>Best Epoch</th>
<th>Test MSE ($m^2$)</th>
<th>Distance Error (m)</th>
<th>Complexity (number of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>27</td>
<td>0.135</td>
<td>0.446</td>
<td>4’450</td>
</tr>
<tr>
<td>8</td>
<td>120</td>
<td>0.129</td>
<td>0.435</td>
<td>346</td>
</tr>
</tbody>
</table>

in Figure 3.8: the validation loss of the network with 8 neurons per layer has a slightly better trend respect to others, but still not sufficiently good to avoid bad generalization.

Again the problem of generalization is confirmed by the prediction trajectory curves: in both of the networks, the accuracy in the prediction is not sufficient since the prediction curves do not approximate well the reference values (Figure 3.9).

From these simulations resulted that less complex network performances are similar to more complex ones.
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(a) Loss functions for network with 32 neurons per layer

(b) Loss functions for network with 8 neurons per layer

Figure 3.8: Loss functions of 5 hidden layers with 32 and eight neurons per layer
Figure 3.9: Test trajectory and ground truth of 5 hidden layers with 32 and 8 neurons per layer
3.1.2 Analysis on smaller network

The model has been changed again: just one hidden layer has been used and different simulations with different number of neurons have been executed. The results are summarized in the Table 3.5.

<table>
<thead>
<tr>
<th>Neurons per hidden layers</th>
<th>Best Epoch</th>
<th>Test MSE ($m^2$)</th>
<th>Distance Error (m)</th>
<th>Complexity (number of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>281</td>
<td>0.152</td>
<td>0.485</td>
<td>58</td>
</tr>
<tr>
<td><strong>32</strong></td>
<td><strong>196</strong></td>
<td><strong>0.125</strong></td>
<td><strong>0.433</strong></td>
<td><strong>226</strong></td>
</tr>
<tr>
<td>64</td>
<td>199</td>
<td>0.132</td>
<td>0.447</td>
<td>450</td>
</tr>
<tr>
<td>128</td>
<td>210</td>
<td>0.136</td>
<td>0.457</td>
<td>898</td>
</tr>
</tbody>
</table>

Table 3.5: Results of MLP with 1 hidden layers

It can be easily seen that the best result in terms of distance error is obtained with an MLP network with 32 neurons in the hidden layer. This result is really close to the one obtained in the beginning with a more complex network which results are reported in Table 3.1.

Additionally, loss functions shown in Figure 3.10 present a behaviour close to the previous simulations: the validation loss function diverge from the training loss function soon, the generalization is poor.

Trajectory predictions show similar behaviour between the different network analyzed, so they are not reported here.
Figure 3.10: Loss functions of 1 hidden layers networks

(a) Loss function NN 8 neurons

(b) Loss function NN 32 neurons

(c) Loss function for network with 64 neurons

(d) Loss function for network with 128 neurons
3.1.3 MLP Summary

To summarise, the main results of this kind of network has been reported in Table 3.6. The design space exploration plot has been shown in Figure 3.11 as the MSE vs number of parameters plot.

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>Hidden layers</th>
<th>Neurons per hidden layers</th>
<th>Best Epoch</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error (m)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adamax</td>
<td>5</td>
<td>64</td>
<td>9</td>
<td>0.126</td>
<td>0.443</td>
<td>17090</td>
</tr>
<tr>
<td>SGD</td>
<td>5</td>
<td>64</td>
<td>122</td>
<td><strong>0.125</strong></td>
<td><strong>0.451</strong></td>
<td><strong>17090</strong></td>
</tr>
<tr>
<td>Adamax</td>
<td>5</td>
<td>128</td>
<td>24</td>
<td>0.184</td>
<td>0.523</td>
<td>66946</td>
</tr>
<tr>
<td>Adamax</td>
<td>5</td>
<td>32</td>
<td>27</td>
<td>0.135</td>
<td>0.446</td>
<td>4450</td>
</tr>
<tr>
<td>Adamax</td>
<td>5</td>
<td>8</td>
<td>120</td>
<td>0.129</td>
<td>0.435</td>
<td>346</td>
</tr>
<tr>
<td>Adamax</td>
<td>1</td>
<td>8</td>
<td>281</td>
<td>0.152</td>
<td>0.485</td>
<td>58</td>
</tr>
<tr>
<td>Adamax</td>
<td>1</td>
<td>32</td>
<td>193</td>
<td><strong>0.125</strong></td>
<td><strong>0.433</strong></td>
<td><strong>226</strong></td>
</tr>
<tr>
<td>Adamax</td>
<td>1</td>
<td>64</td>
<td>199</td>
<td>0.132</td>
<td>0.447</td>
<td>450</td>
</tr>
<tr>
<td>Adamax</td>
<td>1</td>
<td>128</td>
<td>210</td>
<td>0.136</td>
<td>0.457</td>
<td>898</td>
</tr>
</tbody>
</table>

Table 3.6: Summary table of MLP networks analyzed

Then, it can be finally said that:

- this kind of network can not produce better results starting from this data set
- in general, simple networks can produce results similar to those obtained with complex network.

Another approach to analyze the data for movements recognition is to use data collected in a certain window of time so that a correlation between data can be found to infer movements. This method has been exploited by using convolutional neural networks, in particular 1D-CNN, that will be discussed in the next Section.
Figure 3.11: Summary of the MLP networks analyzed
3.2 Convolutional Neural Networks

The more suitable convolutional approach for this case of study consists of the usage of the 1D convolutional layers. They are known for their effectiveness on sequences of data analysis, such as audio processing.

The data set has been divided in sequences: after choosing the size of the temporal window to be considered, the CNN receives all the tuples that belong to the temporal window, which are labelled with the position coordinates of the window size middle.

The objective is to analyze these tuples in sequences and infer the position coordinates. Because of the position refers to the middle of a window, the predicted trajectories starts half a window after the beginning of reference trajectory and half a window before its end.

The process is computed by the filters and the kernel that are defined in the CNN: the kernel moves inside the window by one tuple at a time, filters analyze the content of the kernel. When the edge of the window is reached, the window "moves": the very first tuple is discarded and a new tuple is taken into account. The new window obtained is analyzed in the same way described before.

Initially, the window size used was set to 5 s, but later also some experiments with a window size of 10 s have been conducted. All the networks explored have been trained for 1000 epochs. Again, each experiment has been executed for 10 times, to be sure that results achieved on one execution are not sporadic.

The design space exploration on 1D-CNNs can be divided into three main parts:

1. Larger 1D-CNN analysis: the starting point was a large 1D-CNN suggested by the research team. Experiments to perform the DSE have been conducted and results analysed. Main steps are:
   - the study of the behaviour of the starting network
   - increasing/decreasing number of CNN filters and kernel size to check if prediction improves
   - decreasing the number of neurons in the MLP layers: an optimization on the last part of the network has been conducted to check if prediction improves
   - reduction of CNN layers: it has been chosen to reduce the complexity of the network. Only two CNN layers have been used in this stage.
2. Exploration on regularization: L1 and L2 regularizations have been added to check improvements on performances

3. Smaller networks analysis: a network with one convolutional layer and one MLP layer has been used to check if prediction improves.

### 3.2.1 Larger Network results

![Figure 3.12: Larger 1D-CNN structure](image)

The first convolutional neural network described and analysed has been suggested by the research team, it is composed of two convolutional hidden stages made by two convolutional layers each followed by a dropout layer of 0.5, a pooling layer and two fully connected hidden layers of 64 neurons each, separated by a dropout layer (Figure 3.12).

Dropout is used for regularization to prevent overfitting. It randomly sets a percentage of input data to zero: in this network, since the dropout is set to 0.5, half of the inputs of the second convolutional stage are set to zero.

The pooling size is needed in every convolutional network to reduce the number of parameters. While the last part of MLP networks is used to compute the final outputs.

A complete design space exploration has been conducted by changing the number of filters and kernel size. The network has been trained over 1000 epochs for 10 times with a window size of 5 s, the results are stored in the Table 3.7 and Table 3.8.

Results are better than those obtained with the simple MLP, in part because the CNN analyzes sequences of data. On the other hand, the complexity of the network has increased. Best results have been achieved with a kernel size of 3 and the number of filters of 8 (highlighted in Table 3.7).

Given these good results, also a better behaviour of the loss function is expected. Every loss function obtained for this network have been analysed
Table 3.7: Results of 1D-CNN 8 and 16 filters

<table>
<thead>
<tr>
<th>Kernel size</th>
<th>Number of filters</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error (m)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.064</td>
<td>0.297</td>
<td>7618</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.079</td>
<td>0.344</td>
<td>8066</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.100</td>
<td>0.393</td>
<td>8514</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.098</td>
<td>0.367</td>
<td>8962</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.078</td>
<td>0.354</td>
<td>12034</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.079</td>
<td>0.341</td>
<td>13698</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.093</td>
<td>0.369</td>
<td>15362</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.069</td>
<td>0.323</td>
<td>17026</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.8: Results of 1D-CNN 32 and 64 filters

<table>
<thead>
<tr>
<th>Kernel size</th>
<th>Number of filters</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error (m)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.091</td>
<td>0.372</td>
<td>24322</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.094</td>
<td>0.371</td>
<td>30722</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.081</td>
<td>0.346</td>
<td>37122</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.085</td>
<td>0.358</td>
<td>43522</td>
<td></td>
</tr>
<tr>
<td></td>
<td>64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.084</td>
<td>0.358</td>
<td>62722</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.090</td>
<td>0.374</td>
<td>87810</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.083</td>
<td>0.361</td>
<td>112898</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.091</td>
<td>0.367</td>
<td>137986</td>
<td></td>
</tr>
</tbody>
</table>

and the general trend of the iteration that obtained the reported results has been confirmed.

In Figure 3.13 the best loss function is represented. It can be easily seen that the problem of the bad generalization is still present. On the other hand, the validation curve seems to follow the training loss trend in a better way, compared to the one obtained in the MLP experiments, hence the NN is able to generalize better.

Then, the trajectory prediction curves have been observed, they are reported in Figure 3.14.

In general, the prediction follows the reference more smoothly with less spikes than those obtained in the MLP experiments. However, some parts of the prediction curves do not follow closely the reference ones.

It seems that on the X-axis there is an underestimation of peaks, while in Y-axis several incongruences are present in the initial and final parts.

Some changes in the convolutional stages have been executed to check
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Figure 3.13: Loss function 1D-CNN with 8 filters and kernel size of 3

Figure 3.14: Test trajectory and ground truth of 1D-CNN with 8 filters and kernel size of 3

if prediction improves. New experiments have been conducted by changing the number of filters and kernel size for each layer, but results were not significantly better, so they have been discarded and are not discussed here.

Then, it has been decided to optimize the structure of the network. The number of neurons in the first MLP layer of the network final stage has been reduced from 64 to 32. The complete design space exploration has been executed with different kernel sizes and number of filters. First results with a kernel size of 9 were not promising, hence it has been excluded from the
experiment.

The obtained results have been reported in the Table 3.9 and Table 3.10.

<table>
<thead>
<tr>
<th>Number of filters</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Kernel size</strong></td>
<td><strong>Test MSE</strong> ($m^2$)</td>
<td><strong>Distance error</strong> ($m$)</td>
</tr>
<tr>
<td>3</td>
<td>0.073</td>
<td>0.322</td>
</tr>
<tr>
<td>5</td>
<td>0.098</td>
<td>0.370</td>
</tr>
<tr>
<td>7</td>
<td>0.087</td>
<td>0.351</td>
</tr>
</tbody>
</table>

Table 3.9: Results on 1D-CNN with 32 neurons in the first MLP - results with 8 and 16 filters

<table>
<thead>
<tr>
<th>Number of filters</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Kernel size</strong></td>
<td><strong>Test MSE</strong> ($m^2$)</td>
<td><strong>Distance error</strong> ($m$)</td>
</tr>
<tr>
<td>3</td>
<td>0.094</td>
<td>0.379</td>
</tr>
<tr>
<td>5</td>
<td>0.094</td>
<td>0.382</td>
</tr>
<tr>
<td>7</td>
<td>0.090</td>
<td>0.375</td>
</tr>
</tbody>
</table>

Table 3.10: Results on 1D-CNN with 32 neurons in the first MLP - results with 32 and 64 filters

Again, the best results have been obtained with the kernel size of 3 and the number of filters of 8, highlighted in Table 3.9.

Since results in terms of Test MSE are a bit worse than the previous try, it is expected that both loss function and predicted trajectories are similar or worse. All the loss functions of the network with the best results have been analysed, the behaviour does not seem sporadic. The loss function is reported in Figure 3.15. The validation loss curve stops following the training loss trend earlier than the previous experiment in Figure 3.13.

They are similar to the previous experiment, with a slightly worse behaviour especially in the end part, between samples 250 and 300. The predicted trajectories are shown in Figure 3.16.
Again, a reduction of the network complexity obtains slightly worse results in prediction, as in the case of MLP networks analysed in Section 3.1.

In the next experiment also the last MLP layer was set with 32 neurons, only kernel size of 3 and 5 have been considered and the number of filters has been set to 4 and 8 since best results have been obtained with a low number of filters. Results are reported in Table 3.11.
Table 3.11: Test trajectory and ground truth of 1D-CNN with 32 neurons in the first MLP

<table>
<thead>
<tr>
<th>Kernel size</th>
<th>Number of filters</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error ($m$)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4</td>
<td>0.092</td>
<td>0.374</td>
<td>2002</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td><strong>0.083</strong></td>
<td><strong>0.350</strong></td>
<td><strong>3138</strong></td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>0.088</td>
<td>0.370</td>
<td>2130</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.088</td>
<td>0.363</td>
<td>3586</td>
</tr>
</tbody>
</table>

Results are worse than previous experiment, best results are highlighted. Loss functions presents a smoother trend, but the validation loss always seems to flat around $0.4 \ m^2$ MSE (Figure 3.17).

Figure 3.17: Loss function 1D-CNN with 32 neurons in MLP layers, 8 filters and kernel size of 3

While predicted trajectories do not show any improvement, on the contrary, Y-axis prediction is worsened in the initial and final parts and X-axis prediction underestimates peaks as noticed in the very first experiment (Figure 3.14). Prediction curves are shown in Figure 3.18.

Then, the next experiment is focused on the reduction of complexity: the second two 1D-CNN hidden layers and dropout have been removed and the number of neurons of MLP layers have been set to 32. Again, only kernel size
of 3 and 5 have been considered and the number of filters has been set to 8. The network has been trained over 1000 epochs for 10 times and a window size of 5 s, as usual. Results are shown in Table 3.12. Good results have been obtained for the network with a kernel size of 3, they are slightly worse than those highlighted in Table 3.7 of the first network analyzed, but it seems a good trade-off between number of parameters required and Test MSE.

The loss function is shown in Figure 3.19. The validation loss function follows the trend of the training loss function for a short time, then it stays around the 0.3 $m^2$ MSE: this means that the validation loss function is closest one obtained until now, but the generalization is poor.

The prediction curves (Figure 3.20) present some spikes, mostly in the initial and last part of the Y-axis prediction.
Figure 3.19: Loss functions 2-layers 1D CNN and 32 neurons in MLP layers

Figure 3.20: Test trajectory and ground truth of 2-layers 1D-CNN with 32 neurons in MLP layers, 8 filters and kernel size of 3

A way to reduce the overfitting can be the usage of other kinds of regularization. Starting from this last result, L1 and L2 regularizations have been added to the convolutional layers to check if prediction improves. These experiments are discussed in Subsection 3.2.2.
3.2.2 Exploration on regularization

The network structure is shown in the Figure 3.21.

![1D-CNN structure used for regularization exploration](image)

Figure 3.21: 1D-CNN structure used for regularization exploration

The regularization is a way to prevent overfitting or reduce the error in the network, some basic information about different types of regularizations can be found in [6]. Two kinds of regularizations have been applied to the experiments yet: dropout (described in Subsection 3.2.1) and early stopping (described in Section 3).

By reading about 1D convolutional layers on [5], it has been found that L1 or L2 regularization are provided, then also these solutions have been explored. The main difference between these two kinds of regularization is in the way they act on the model to reduce computation complexity, a detailed explanation can be found in [6]. Several experiments have been conducted:

- Adding L1 regularization to the structure with window size to 5 s
- Adding L2 regularization to the structure with window size to 5 s
- Adding L1 regularization to the structure without the dropout layer, with window size to 5 s
- Adding L2 regularization to the structure without the dropout layer, with window size to 5 s
- Increasing the window size to 10 s in all the previous listed experiments

Increasing the window size can lead to an improvement on predictions: since more data are analysed inside the window, a better correlation between data can be implemented.
Since controlling the model complexity is not related to only find the right number of parameters, it is also possible that a large model is the best one if well regularized [6]. Then, a complete design space exploration has been conducted with different kernel sizes and number of filters. The best results obtained are shown in the Figure 3.22. It can be noticed that L2 regularization Pareto dominate the L1 one. In the following, the highlighted Pareto points will be discussed, starting from the left side of the graph.

The first results reported in Table 3.13, are those of L2 regularization with the dropout layer. The kernel size and the number of filters of the best result obtained with L2 regularization are the same as the best results of the networks analysed in Subsection 3.2.1. The MSE is worse than that obtained

<table>
<thead>
<tr>
<th>Kernel size</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error ($m$)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.074</td>
<td>0.333</td>
<td>2738</td>
</tr>
</tbody>
</table>

Table 3.13: L2 regularization results with dropout - window size of 5 s
for this network structure without regularization. To have a better idea of the prediction behaviour, also loss functions and prediction trajectories will be analysed. They are shown in Figure 3.23 and Figure 3.24.

![Figure 3.23: Loss functions with L2 regularization with dropout and window size of 10 s](image)

![Figure 3.24: Test trajectory and ground truth with L2 regularization, dropout and window size of 10 s](image)

No improvement can be noticed in the loss function. On the contrary, it has a worse behaviour than the network without regularization, that is
confirmed by the prediction trajectories. In fact, they present more spikes than other experiments conducted on CNN structures and a very bad trend on y-axis prediction.

The next network to analyse is that with only L2 regularization and a window size of 5 s. Results are in Table 3.14. The Test MSE is slightly better than previous results, but the number of parameters has increased because of the higher number of filters employed.

The loss function is shown in Figure 3.25 The general trend is worse than previous one: the validation loss diverges soon, then it decreases and it flats around 0.4 \( m^2 \) MSE.

Predicted trajectories are shown in Figure 3.26. It can be easily seen that trajectories are both smoother than previous ones. In the X-axis graph, the general trend of predicted trajectory follows the reference one, with some higher spikes in the last part of the curve.
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![Graph showing test trajectory and ground truth with L2 regularization and window size of 5 s](image)

Figure 3.26: Test trajectory and ground truth with L2 regularization and window size of 5 s

In the Y-axis graph more spikes are present especially in the initial and final part of predicted curve while, a better behaviour can be noticed in the middle of the graph.

In general, it can be said that predictions are better than previous results.

The next Pareto point to be analysed is the L2 regularization with dropout and a window size of 10s.

Results are reported in Table 3.15.

<table>
<thead>
<tr>
<th>Kernel size</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error ($m$)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.053</td>
<td>0.274</td>
<td>17218</td>
</tr>
</tbody>
</table>

Table 3.15: L2 regularization results - window size of 10 s

This time both the number of filters and kernel size is higher, but results in term of MSE are good.

Unfortunately loss functions evolution is suboptimal. They are reported in Figure 3.27.

The validation loss function diverges immediately from the training loss function, but it flats around 0.4 $m^2$ MSE as in the previous experiments.

The trajectories are shown in Figure 3.28. It can be noticed that the trend of the prediction is smoother than in the previous L2 experiments analysed.
but do not predict peaks as well as in the experiments without this kind of regularization.

Mispredictions are concentrated in the initial part of both predicted trajectories. Indeed, the two prediction trajectories cannot follow the references and underestimate peaks but they have a better trend in the final part.

Finally, the experiment with L2 regularization without the dropout is analysed.
The results are reported in Table 3.16. This is the best result obtained in term of Test MSE.

<table>
<thead>
<tr>
<th>Kernel size</th>
<th>64 filters</th>
<th>Test MSE $(m^2)$</th>
<th>Distance error $(m)$</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.047</td>
<td>0.273</td>
<td>34818</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.16: L2 regularization without dropout results - window size of 10s

This time the number of filter is 64 and the kernel size is 3, that leads to a significant increase in the number of parameters.

In the Figure 3.29 and Figure 3.30 loss functions and trajectory prediction are presented.

Figure 3.29: Loss functions with L2 regularization without dropout and window size of 10s

Despite the promising results on Test MSE, the loss functions present a bad trend. The validation loss diverges soon as in the case of L2 regularization with 10 s window and dropout. Nevertheless, it reaches a higher peak, then decreases ands flat around $0.4 \ m^2\ MSE$ as before. Predicted trajectories have a smoother trend than before, but mispredictions in peaks and around the initial and final Y-axis curve remained.
To conclude this analysis, it can be said that L1 and L2 regularizations add few improvements to the network, producing smoother trajectories. On the other hand, some errors have been observed, especially in peaks prediction. The last experiment conducted on 1D-CNNs focused on simplifying the network as much as possible. This will be discussed in the Subsection 3.2.3.

### 3.2.3 Simple Network analysis

The last step in 1D-CNNs analysis consists in experiments on very simple networks to avoid overfitting the training data. The structure used is shown in Figure 3.31.
The first network analysed is composed of one layer 1D-CNN with a kernel size of three, the number of filters equal to four and an MLP of two neurons. Only early stopping is used as a regularization method. The number of repetition has been increased to 100 for a more accurate analysis of loss functions. The network has been trained over 1000 epochs for 100 times with a window size of 5 s. Results are shown in the Table 3.17.

<table>
<thead>
<tr>
<th>Kernel size</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error ($m$)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.079</td>
<td>0.343</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3.17: Results one layer 1D-CNN with kernel size of three, number of filters equal to four and an MLP of two neurons

The saving in terms of the number of parameters is significant. Moreover, it has similar results to the third network described in Section 3.2.1 (Table 3.11), but with less complexity. The loss function and trajectory predictions are shown in Figure 3.32 and Figure 3.33.

Figure 3.32: Loss functions one layer 1D-CNN with kernel size of three, number of filters equal to four and an MLP of two neurons

The validation loss function is not sporadic and presents a better trend, very similar to the training loss. Moreover, it flats around a 0.22-0.23 $m^2$
MSE instead of 0.4 $m^2$ MSE obtained in previous experiments. Prediction trajectories present some spikes, but in general, the behaviour is quite similar to the predictions obtained in the Section 3.2.1. This means that a simple network structure can infer trajectory in a similar way of a more complex one. In the following, to refer to this first network the name "SimpleNet" will be used. The complexity of this network has been gradually increased to improve the results. Several experiments have been conducted, they are listed in the order of execution:

- **SimpleNet with lower learning rate**: the same optimizer Adamax has been used but with a lower learning rate. Since this lead to worse results, an experiment on a different optimizer has been conducted

- **SimpleNet and different optimizer**: SGD has been used instead of Adamax, with a different learning rate. The results were worse than the previous step, then a different way has been followed in the next

- **SimpleNet with 8 neurons in the MLP**: because of previous worse results, Adamax was chosen again as optimizer and the number of neurons in MLP layer has been increased. Results were better than the previous try.

- **SimpleNet with 8 neurons in the MLP and 8 filters**: since the incrementation of neurons gave a good result, the number of filters has been
increased as well. This led to a slightly worse result in terms of Test MSE. Then, in the following experiments the number of filters has been changed to 4 again

- SimpleNet with 16 neurons in the MLP: since increasing the number of neurons led to better results, another experiment with 16 neurons in the MLP layer has been conducted. Slightly worse results in terms of Test MSE have been reached respect to the previous experiments in this Subsection

- SimpleNet with 8 neurons in the MLP and window size of 10s: starting from the good result with 8 neurons, it has been chosen to widen the window size. This led to similar results to the previous ones in terms of Test MSE.

All the results are summarized in the Table 3.18 and a resume graph shows the Pareto curve Figure 3.34. The SimpleNet is a Pareto point of the design space.

<table>
<thead>
<tr>
<th>window size</th>
<th>Kernel size</th>
<th>Filters</th>
<th>MLP number of neurons</th>
<th>Test MSE ( (m^2) )</th>
<th>Distance error ( (m) )</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>0.086</td>
<td>0.358</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>0.089</td>
<td>0.365</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>0.070</td>
<td>0.307</td>
<td>238</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>8</td>
<td>8</td>
<td>0.079</td>
<td>0.340</td>
<td>450</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>4</td>
<td>16</td>
<td>0.075</td>
<td>0.331</td>
<td>422</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>0.072</td>
<td>0.338</td>
<td>398</td>
</tr>
</tbody>
</table>

Table 3.18: Results of all the experiment on SimpleNet

The other network, with results highlighted in Table 3.18, will be analyzed in the following. Again, the result obtained is close to the one obtained with a complex network. This probably means that the real problem is related to the data set: a lower complexity network matches the complexity of the data set and produce results similar to the ones obtained with a more complex and regularized network that tend to overfit and are not able to generalize well on this data set.

In Figure 3.35 and Figure 3.36 the loss function of the second Pareto point are shown.
Figure 3.34: DSE of the experiment on SimpleNet

Figure 3.35: Loss functions one layer 1D-CNN with kernel size of 3, number of filters equal to 4 and an MLP with 8 neurons

The validation loss function presents better results than the ones obtained by the training in the beginning. Then, it flats around 0.25 $m^2$ MSE, that is a similar result to the SimpleNet.

Prediction trajectories follow the trend of the reference curves with some spikes in the initial part of Y-axis prediction and the last part of the X-axis.
prediction.

Figure 3.36: Test trajectory and ground truth one layer 1D-CNN with kernel size of 3, number of filters equal to 4 and an MLP with 8 neurons

### 3.2.4 CNNs summary

To conclude, in the following a summary of all the experiments on CNNs is presented in Table 3.19, Table 3.20, Table 3.21. In Figure 3.37 a graphical representation is shown, with Pareto points highlighted. In the legend there are the name of the networks analysed:

- **4conv-MLP64-MLP64-w5**: the network with four convolutional layers, 2 MLP (both with 64 neurons) and a window size of 5 s
- **4conv-MLP32-MLP64-w5**: the network with four convolutional layers, 2 MLP (the first with 32 neurons, the second with 64 neurons) and a window size of 5 s
- **4conv-MLP32-MLP32-w5**: the network with four convolutional layers, 2 MLP (both with 32 neurons) and a window size of 5 s
- **2conv-MLP32-MLP32-w5**: the network with two convolutional layers, 2 MLP (both with 32) and a window size of 5 s
- **L2-8filters-kernel3-w5**: the L2-regularized network with two convolutional layers (with 8 filters and a kernel size of 3), 2 MLP (both with 32 neurons) and a window size of 5 s
• L2-32filters-kernel5-w10: the L2-regularized network with two convolutional layers (with 32 filters and a kernel size of 5), 2 MLP (both with 32 neurons) and a window size of 10 s

• L2-64filters-kernel3-w10: the L2-regularized network with two convolutional layers (with 64 filters and a kernel size of 3), 2 MLP (both with 32 neurons) and a window size of 10 s

• 1conv-MLP2-4filters-kernel3-w5: the L2-regularized network with one convolutional layers (with 4 filters and a kernel size of 3), 1 MLP with 2 neurons and a window size of 5 s

• 1conv-MLP8-4filters-kernel3-w5: the L2-regularized network with one convolutional layers (with 8 filters and a kernel size of 3), 1 MLP with 8 neurons and a window size of 5 s

<table>
<thead>
<tr>
<th>Window size (s)</th>
<th>1st MLP neurons</th>
<th>2nd MLP neurons</th>
<th>Kernel size</th>
<th>N. of filters</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error (m)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>64</td>
<td>64</td>
<td>3</td>
<td>8</td>
<td>0.064</td>
<td>0.297</td>
<td>7618</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>64</td>
<td>3</td>
<td>8</td>
<td>0.073</td>
<td>0.322</td>
<td>4258</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>32</td>
<td>3</td>
<td>8</td>
<td>0.083</td>
<td>0.350</td>
<td>3138</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>32</td>
<td>3</td>
<td>8</td>
<td>0.070</td>
<td>0.329</td>
<td>2738</td>
</tr>
</tbody>
</table>

Table 3.19: Large structure summary: all networks have four 1D-CNN layers excepted for the last one that has two 1D-CNN layers

<table>
<thead>
<tr>
<th>Window size (s)</th>
<th>1st MLP neurons</th>
<th>2nd MLP neurons</th>
<th>Kernel size</th>
<th>N. of filters</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error (m)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>32</td>
<td>32</td>
<td>3</td>
<td>8</td>
<td>0.074</td>
<td>0.333</td>
<td>2738</td>
</tr>
<tr>
<td>10</td>
<td>32</td>
<td>32</td>
<td>5</td>
<td>32</td>
<td>0.053</td>
<td>0.274</td>
<td>17218</td>
</tr>
<tr>
<td><strong>10</strong></td>
<td><strong>32</strong></td>
<td><strong>32</strong></td>
<td><strong>3</strong></td>
<td><strong>64</strong></td>
<td><strong>0.047</strong></td>
<td><strong>0.273</strong></td>
<td><strong>34818</strong></td>
</tr>
</tbody>
</table>

Table 3.20: 1D-CNN 2-layers structure with L2 regularization summary
<table>
<thead>
<tr>
<th>Window size (s)</th>
<th>MLP neurons</th>
<th>Kernel size</th>
<th>N. of filters</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error (m)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>0.079</td>
<td>0.343</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>3</td>
<td>8</td>
<td><strong>0.070</strong></td>
<td><strong>0.307</strong></td>
<td><strong>238</strong></td>
</tr>
</tbody>
</table>

Table 3.21: Small structure summary with one 1D-CNN layer

![Test MSE vs #Parameters](image)

Figure 3.37: Summary CNN DSE
3.3 Long-Short Term Memory (LSTM)

Among recurrent NNs, LSTM has been chosen because they are largely used in data sequences analysis, as described in Chapter 2 Section 2.4. The structure of the network analysed is shown in Figure 3.38.

The main parameters changed during the design space exploration are:

- number of neurons in an LSTM stage
- number of LSTMs in the network

The data set has been divided in sequences as already done for CNNs, the process has been explained in Section 3.2.

The initial window size has been set to 5 s, then also experiments with a different window size of to 10 s have been conducted. The network has been trained over 1000 epochs and early stopping regularization has been implemented.

The number of runs on the same structure has been increased to 100, to better check the general behaviour of the network.

The main steps executed during the optimization of this network for the data set used are:

1. analysis of a small network with one LSTM layer:
   - a simple experiment has been executed to study the behaviour of the network.
the window size has been increased to allow the network to analyse more data to create correlations between them and check if prediction improves.

2. analysis on a regularized LSTM network:

- a dropout regularization between LSTM and output layer has been used to check if the prediction improves.
- the number of LSTM layers has been increased to two to check if the prediction improves.

A summary on the DSE in terms of Test MSE and the number of parameters is presented at the end of this section.

### 3.3.1 Small network with one LSTM layer

A first experiment on a network with one LSTM layer has been conducted. Results obtained are in Table 3.22.

<table>
<thead>
<tr>
<th>Window size</th>
<th>Neurons in LSTM layer</th>
<th>Test MSE ((m^2))</th>
<th>Distance error ((m))</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 s</td>
<td>2</td>
<td>0.076</td>
<td>0.334</td>
<td>62</td>
</tr>
<tr>
<td>5 s</td>
<td>4</td>
<td><strong>0.074</strong></td>
<td><strong>0.321</strong></td>
<td><strong>154</strong></td>
</tr>
<tr>
<td>5 s</td>
<td>8</td>
<td>0.077</td>
<td>0.336</td>
<td>434</td>
</tr>
<tr>
<td>5 s</td>
<td>16</td>
<td>0.085</td>
<td>0.355</td>
<td>1387</td>
</tr>
</tbody>
</table>

Table 3.22: 1-layer LSTM results with a window size of 5 s

Test MSE results are similar to those obtained with 1D-CNNs, but the general saving in terms of the number of parameters is significant. The best result highlighted will be analysed in more detail in the following. Loss function is represented in Figure 3.39.

This time, training loss function keeps decreasing and validation loss function trend flattens around 0.27 \(m^2\) MSE.

General trend among the different execution has been analysed: all training loss functions have a decreasing trend and the majority of validation loss function flattens around 0.25-0.30 \(m^2\) MSE.

Predicted trajectories are shown in Figure 3.40. The X-axis prediction has a good smooth trend over the reference, while the Y-axis trend presents more
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Figure 3.39: Loss functions of one layer LSTM network with four neurons

Figure 3.40: Test trajectory and ground truth of one layer LSTM network with four neurons

spikes.
In the Y-axis graph, it can be noticed that the lower peak in the reference curve is underestimated by the predicted trajectory.

Since results were good, then it has been chosen to increase the window size to check if the prediction improves.

Results are in the Table 3.23. Test MSE results are better than previous ones for all values of neurons in the LSTM layer. The highlighted best result
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<table>
<thead>
<tr>
<th>Window size</th>
<th>Neurons in LSTM layer</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error ($m$)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 s</td>
<td>2</td>
<td>0.056</td>
<td>0.301</td>
<td>62</td>
</tr>
<tr>
<td>10 s</td>
<td>4</td>
<td>0.059</td>
<td>0.302</td>
<td>154</td>
</tr>
<tr>
<td>10 s</td>
<td>8</td>
<td>0.066</td>
<td>0.320</td>
<td>434</td>
</tr>
<tr>
<td>10 s</td>
<td>16</td>
<td>0.058</td>
<td>0.299</td>
<td>1387</td>
</tr>
</tbody>
</table>

Table 3.23: 1-layer LSTM results with a window size of 10 s

Figure 3.41: Loss functions of one layer LSTM network with four neurons

The loss function is shown in Figure 3.41.

The general trend is similar to the previous: despite some initial flat parts, training loss keeps decreasing and the validation loss flattens around 0.30 $m^2$ MSE.

This general behaviour is confirmed by other execution loss functions, a worse prediction behaviour is expected.

The predicted trajectories are shown in Figure 3.42. Prediction trajectories are both smoother than previous ones.

The Y-axis predicted trajectory trend presents less spikes, but the lower peak is not approximated well. The X-axis prediction trajectory trend do not present spikes but cannot approximate well the peaks.

Since the increase of the window size produced overall better results, it has been chosen to keep it and use a simple dropout regularization immediately.
after the LSTM layer to reach better results.

![Graph showing ground truth vs prediction for X axis](a) x trajectory and x ground truth

![Graph showing ground truth vs prediction for Y axis](b) y trajectory and y ground truth

Figure 3.42: Test trajectory and ground truth of one layer LSTM network with four neurons

### 3.3.2 Analysis on a regularized LSTM network

Dropout regularization has been added between the LSTM layer and output layer. The experiment has been executed with a window size of 10 s. Results are reported in Table 3.24. Results are similar to the ones without the dropout layer, the best result has been reached with an LSTM number of neurons equal to eight. Loss functions are represented in Figure 3.43.

Loss functions have a more regular behaviour: the training one has a decreasing trend, while the validation loss function has a diverging drift but it keeps still around $0.25-0.30$ $m^2$ MSE in the final part of the graph.

<table>
<thead>
<tr>
<th>Window size</th>
<th>Neurons in LSTM layer</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error ($m$)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 s</td>
<td>2</td>
<td>0.093</td>
<td>0.388</td>
<td>62</td>
</tr>
<tr>
<td>10 s</td>
<td>4</td>
<td>0.069</td>
<td>0.330</td>
<td>154</td>
</tr>
<tr>
<td><strong>10 s</strong></td>
<td>8</td>
<td><strong>0.056</strong></td>
<td><strong>0.294</strong></td>
<td>434</td>
</tr>
<tr>
<td>10 s</td>
<td>16</td>
<td>0.065</td>
<td>0.309</td>
<td>1387</td>
</tr>
</tbody>
</table>

Table 3.24: Results of 1-layer LSTM and dropout with window size of 10 s
The predicted trajectories are shown in Figure 3.44. Both of them have a smooth trend that follows the reference curves but they cannot predict the peaks as well as previous experiments. It can be noticed that Y-axis prediction is less accurate than the X-axis one.

Finally, it has been chosen to increase the size of the network by adding another LSTM layer to the structure while maintaining the dropout layer.
Results are stored in Table 3.25. In general, results are slightly worse than previous ones. Best results have been reached by the network with 8 neurons in the LSTM. The loss functions are reported in Figure 3.45.

<table>
<thead>
<tr>
<th>Window size</th>
<th>Neurons in LSTM layer</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error (m)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 s</td>
<td>2</td>
<td>0.100</td>
<td>0.390</td>
<td>102</td>
</tr>
<tr>
<td>10 s</td>
<td>4</td>
<td>0.079</td>
<td>0.337</td>
<td>298</td>
</tr>
<tr>
<td><strong>10 s</strong></td>
<td><strong>8</strong></td>
<td><strong>0.066</strong></td>
<td><strong>0.304</strong></td>
<td><strong>978</strong></td>
</tr>
<tr>
<td>10 s</td>
<td>16</td>
<td>0.075</td>
<td>0.323</td>
<td>3490</td>
</tr>
</tbody>
</table>

Table 3.25: Results of 2-layer LSTM network with dropout and window size of 10 s

Validation loss function presents a trend similar to the previous one: it slightly diverges instead of flattening. In Figure 3.46 the predicted trajectories are shown. Their trend is slightly smoother than the previous experiment, but the generalization is poor.
3.3.3 LSTMs summary

To conclude LSTM network analysis, a summary is presented in Table 3.26 and a plot of the DSE executed is presented in Figure 3.47. In the legend there are the name of the networks:

- 1LSTM(4)-w5: network with one LSTM layer of 4 neurons and a window size of 5 s
- 1LSTM(2)-w10: network with one LSTM layer of 2 neurons and a window size of 10 s
- 1LSTM(8)-w10: network with one LSTM layer of 8 neurons, dropout regularization of 0.5 and a window size of 10 s
- 2LSTM(8)-w10: network with two LSTM layer of 8 neurons, dropout regularization of 0.5 and a window size of 10 s
### Table 3.26: Summary table of LSTM best networks

<table>
<thead>
<tr>
<th>Window size (s)</th>
<th>N. of LSTM layers</th>
<th>Neurons in LSTM layers</th>
<th>Dropout value</th>
<th>Test MSE ((m^2))</th>
<th>Distance error ((m))</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>4</td>
<td>n.d.</td>
<td>0.074</td>
<td>0.321</td>
<td>154</td>
</tr>
<tr>
<td><strong>10</strong></td>
<td><strong>1</strong></td>
<td><strong>2</strong></td>
<td><strong>n.d.</strong></td>
<td><strong>0.056</strong></td>
<td><strong>0.301</strong></td>
<td><strong>62</strong></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>8</td>
<td>0.5</td>
<td>0.056</td>
<td>0.294</td>
<td>434</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>8</td>
<td>0.5</td>
<td>0.066</td>
<td>0.304</td>
<td>978</td>
</tr>
</tbody>
</table>

![Test MSE vs #Parameters](image)

Figure 3.47: DSE of LSTM best networks
Chapter 4

Result Summary

In this chapter, a general summary on all results obtained will be conducted, with a particular focus on the predicted trajectories.

One network for each type analysed has been chosen according to the following criteria based on the two main parameters used for the DSE:

- Test MSE: the network with the minimum MSE is chosen
- Complexity of the network: expressed in "number of parameters". In case of equal MSE, the smallest network has been chosen

In Table 4.1 the best results for each kind of network are summarized, while the final DSE is shown in Figure 4.1.

<table>
<thead>
<tr>
<th>Network</th>
<th>Window size (s)</th>
<th>Test MSE ($m^2$)</th>
<th>Distance error ($m$)</th>
<th>Complexity (N. of parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP large</td>
<td>n.d</td>
<td>0.125</td>
<td>0.451</td>
<td>17090</td>
</tr>
<tr>
<td>MLP small</td>
<td>n.d</td>
<td>0.125</td>
<td>0.433</td>
<td>226</td>
</tr>
<tr>
<td>CNN large</td>
<td>5</td>
<td>0.064</td>
<td>0.297</td>
<td>7618</td>
</tr>
<tr>
<td>CNN regularized</td>
<td>10</td>
<td><strong>0.047</strong></td>
<td>0.273</td>
<td>34818</td>
</tr>
<tr>
<td>CNN small</td>
<td>5</td>
<td>0.070</td>
<td>0.307</td>
<td>238</td>
</tr>
<tr>
<td>LSTM small</td>
<td>10</td>
<td>0.056</td>
<td>0.301</td>
<td><strong>62</strong></td>
</tr>
<tr>
<td>LSTM large</td>
<td>10</td>
<td>0.066</td>
<td>0.304</td>
<td>978</td>
</tr>
</tbody>
</table>

Table 4.1: Optimization network results summary

The best result on Test MSE has been obtained with the 2-layer 1D-CNN that provides L2 regularization (called 'CNN regularized' for simplicity),
while the smallest network obtained is the LSTM small, composed by one LSTM layer without dropout regularization.

MLP networks are the worst in general, as it can be easily seen from the DSE graph: as expected window-based networks can perform better on trajectory prediction, and infer the movement of a person in a room. For these reasons, MLP networks have been discarded for the final evaluation on the best trade-off net between the number of parameters and Test MSE. However, in Figure 4.2 a graph of the predicted trajectories of MLP reported

Figure 4.2: Test trajectory and ground truth of two best MLP networks
in the table is shown. In the figure it is confirmed their bad behaviour on this task, as observed in Chapter 3 Section 3.1: the strong presence of spikes in the inferred trajectories cannot allow a clear and good prediction on movements. Better results have been achieved with other networks.

In Figure 4.3 and 4.4 the predicted trajectories of CNNs networks are shown over reference. Because their window size is different they have to be shown in different graphs to understand the behaviour. This is due to the data set slicing needed to analyse this kind of network: the procedure has been described in Chapter 3 Section 3.2.

Figure 4.3: Test trajectory and ground truth of best CNN networks with window size of 5 s

Figure 4.4: Test trajectory and ground truth of best CNN network with window size of 10 s
The general behaviour is better than MLP networks: the predicted trajectories are smoother and follow the reference trend. Spikes are still present in CNN large and small, while they are attenuated in the CNN with L2 regularization. This better results demonstrate that the 1D-CNNs are more suitable than the MLP for person movement prediction.

LSTM prediction trajectories are shown in Figure 4.5. The general trend of these networks is smooth as the one obtained for CNNs. The main problem is related to peaks detection: the predicted trajectories cannot infer well the peaks of reference curve. However, it can be said that small LSTM can follow better the reference with respect to large LSTM.

From this discussion on trajectories and obtained results, best network are the regularized CNN and the small LSTM. To compare them directly a common graph has been plotted in Figure 4.6.

Despite the good result obtained with the regularized CNN in terms of Test MSE, it has to be taken into account the size of this network: this is the largest one among all the best results.

Then it can be said that the LSTM is the best trade-off network that can analyse the data set. Indeed, it reaches slightly worse results but with a significant saving in terms of complexity.
Figure 4.6: Test trajectory and ground truth of two best networks
Chapter 5

Conclusion and future work

The main results of the neural networks optimization work are summarized in the following:

- for all network analysed, small structures can reach results similar to larger ones, as noticed several times in Chapter 3.

- networks able to analyse sequences of data can infer better the movement of a person in a room, as noticed by comparing results between MLP against 1D-CNN and LSTM

- smaller LSTMs can reach similar results as CNNs, with a significant number of parameters saving, as remarked in Chapter 4

In general, the error distance obtained with the best networks is around 0.27-0.30 cm. Then, it can be said that the objective find a way to analyse data for assisted-living is achieved. Indeed, this kind of error can be suitable for a generic monitoring of person movements in a room since a fine precision is not strictly required.

The error in the analysis can be related to the collected data set, which was small and noisy despite the digital filtering applied. Therefore, it has to take into account that better results can be achieved with a more accurate measurement system. Future work can be devoted to:

- collect a new less noisy data set to confirm the quality of the networks analysed
• try on sensor fusion approach, which means processing data from several types of localisation sensors to collect more information on position and better infer trajectories
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