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Abstract

Artificial neural networks (ANNs) have made tremendous progress, enabling the achieve-
ment of impressive results in artificial intelligence applications. In the last few years,
the research highlighted the massive resource requirements of ANNs: contrarily to these,
the human brain is capable of performing more general and complex tasks at a minus-
cule fraction of the power, time, and space required by state-of-the-art supercomputers.
In parallel to this in recent years, the scaling process dictated by Moore’s Law showed
its future limitations, which led to the study and development of new ways to encode
information. Among the extended scenario of proposed answers, there is a group of
solutions classified as “Beyond CMOS” technology. In this context, the Field-Coupled
Nanocomputing (FCN) is one of the most promising, thanks to its two intrinsic proper-
ties: ultra-small devices in large functional-density arrays, and low power dissipation.

The problem to be solved is related to the huge power consumption and space re-
quired by common ANNs. The research is trying to face the problem, working on the
so-called spiking neural network (SNN), which should consume less power and occupy less
area, performing the same task. This thesis work joins both ANNs and FCN paradigm,
proposing

a model for an artificial neuron in the molecular implementation of the FCN paradigm.
In this technology, the information is encoded in the charge distribution of a molecule,
and the information propagation is enabled by the intermolecular electrostatic interac-
tion, without the need for charge transport. The choice to use the molecular implemen-
tation derives from the fact that it has been shown that a molecule has a non-linear
behaviour, capable of adding up the effects of surrounding molecules. The fact that
a molecule has intrinsically the desired behaviour suggests that simple and compact
structures can be obtained at the architectural level.

The methodology used to study the topic wants to be as general as possible. So start-
ing from the neuron model, instead of using specific molecules and see if their features
fit the goal, it has been chosen to work in terms of molecules transcharacteristics. This
allows to define the properties a molecule should have to accomplish its task as a neuron.
To simulate the molecular structure, a Self Consistent ElectRostatic Potential Algorithm
(SCERPA) is used, this tool analyses in an iterative way the molecule interactions.

The first fundamental result obtained in this work is the proof that the proposed
structure actually behaves like an artificial neuron. The output switches when the sum
of the weighted inputs reaches a certain threshold. In addition to this, the characteristics
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that the input molecules must have to encode a certain weight have been defined. The
properties that the output molecules must have to correctly propagate the information
and to define the threshold for the output activation have also been identified.

The outcomes obtained confirm what was expected, namely that the molecules, for
their intrinsic characteristics, lend themselves well to create an artificial neuron. The
basic structure is very simple and compact when compared to the implementation of a
“silicon neuron”. Moreover, the paradigm used permits to encode and transmit infor-
mation without the use of current flow, being the information represented as the spatial
charge distribution of a molecule, thus reducing the power consumption.

Keywords: molecular Field-Coupled Nanocomputing (FCN), Neuromorphic Com-
puting, Artificial Neurons, Artificial Neural Network (ANN)
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Chapter 1

Overview on Molecular FCN
paradigm

The technological development of the last 50 years fellow the rhythm of Moore’s Law [1].
In its standard form, Moore’s Law states that the number of transistors on an IC double
about every two years, as shown in Figure 1.1. In order to define the long-term planning
and the targets for the research and development, Moore’s Law has been, more than
anything else, an agreement between mainly three parties: software developers, hardware
designers, and IC producers.

Figure 1.1: Transistor count and Moore’s Law, 1970-2018 [2].

1



Chapter 1. Overview on Molecular FCN paradigm

Moore’s law can be expressed in another form, which underlines one of the phys-
ical barriers Silicon Industry is running into. It states that the minimum size within
an integrated circuit, the channel length, reduces by 30% every three years. Gordon
Moore itself stated in an interview that the size of the transistor, in terms of minimum
dimension, is approaching the size of atoms which is a fundamental barrier [3].

The second huge limitations coming from shrinking transistors dimensions is related
to power consumption. Until the past decade, for each technology node, both transistor
count and frequency kept on increasing. Due to physical limitations on power dissipation,
one of these two parameters had to slow down its trend. The choice has been for the
frequency, which has been stopped to a few GHz in the last years [4].

Analysing the trend and the behaviour of the new equilibrium emerged in the last two
decades, the requirement to find new solutions to the standard performance-addressed
innovation stands out. In this sense, the ITRS report clearly defines the two paths that
can be undertaken [4]:

More than Moore (MtM) which refers to the possibility to produce heterogeneous
integrated systems, like Systems-on-Chip, in order to create complex systems that
accomplish specific tasks. It’s related to the differentiation of circuits functionali-
ties [5];

Beyond CMOS (BC) which includes new technology paradigm and device princi-
ple [6].

1.1 FCN and QCA as solutions for Beyond CMOS

Some examples of the possible solutions proposed over the past decade as alternative
information processing emerging research devices can be found in ITRS [4]. The FCN
paradigm is one of these, offering a completely new approach to information coding and
processing. Among all the possible implementations, molecular FCN is one of the most
interesting. The paradigm wants to not use conduction to transmit information. The
basic concept is thus to use devices not as current switches but as structured charges
containers, that can influence each other through the coupling of electric fields. The
theoretical principle is to encode information in electrons position and to have a region in
which electrons can be hosted: quantum dots can be a possibility. The main advantages
of this technology are:

• possibility to have small devices;

• without charge transport, there is no power consumption due to transmission of
information, the only dissipation is due to the switching [7], [8];

• possibility to work at room temperature [9], [10].

2
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1.1.1 QCA basics

The most common implementation of molecular FCN is based on the concept of Quantum-
dot Cellular Automata (QCA), in which quantum dots are the low potential regions in
which electrons are more likely to stay. The basic cell is a square in which there are four
dots, as shown in Figure 1.2(a): electrons can move between dots through tunnelling.
Assuming to have two electrons in the cells, due to Coulomb force electrons place more
likely on the two diagonals [11], as shown in Figure 1.2(b) and Figure 1.2(c). Thus there
are two possible arrangements associated with two possible logic values, and these states,
called ground states, are equivalent from an energetic point of view.

(a) (b) (c)

(d)

Figure 1.2: Schematic of QCA cells: (a) QCA basic cell with the four quantum dots
represented, (b) QCA cell in which two electrons occupy one of the main diagonal repre-
senting a logic ‘0’, (c) QCA cell in which two electrons occupy one of the main diagonal
representing a logic ‘1’, (d) wire made of 5 QCA cells.

To propagate the information, cells are placed one nearby the other with a correct
distance, which depends on the technology, as shown in Figure 1.2(d). If one forces the
first cell in one of the two possible arrangements, then all the other cells will assume
the same configuration, to have the lowest possible energy. By changing the state of
the first cell, all the others will change accordingly in a domino style. So information
propagates without charge transfer through a pseudo-wire made of neighbouring cells.
Information propagation requires only the switching within each cell, whose energy has
been studied and is of the order of 10−20 J [12]. Just to have an idea, the switch for a
transistor requires minimum energy of the orders of 10−18 J, so two orders of magnitude
bigger [13].

Logic functions can be obtained by specific displacement of the cells. The basic gate
is the three-input Majority Voter, shown in Figure 1.3, whose truth table is Table 1.1.
It consists of three inputs converging on a computing cell. The state of the cell is
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IN 1

IN 2

IN 3

OUT

Figure 1.3: A QCA majority logic gate.

Table 1.1: Truth table of the
majority gate function.

IN 1 IN 2 IN 3 OUT
0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1

determined by the state of the majority of the inputs [11].

Playing with the majority gate, it is possible to obtain both an AND gate and an
OR gate. In fact, looking at the truth table of the majority gate, it is possible to see
that fixing one of the three inputs, the remaining truth table is that of an AND or an
OR, depending on the logic value of the fixed input, as highlighted in Table 1.2. The
two resulting gates are shown in Figure 1.4(a) and Figure 1.4(b). The structure of an
inverter, which is the simplest gate in CMOS technology, is not so easy to obtain. The
implementation of an inverter is shown in Figure 1.4(c).

Table 1.2: Truth table of the majority gate function, which highlights: the behaviour
of an AND gate (cyan rectangle) if the fixed input (IN 1) is ‘0’; the behaviour of an OR
gate (magenta rectangle) if the fixed input (IN 1) is equal to ‘1’.

IN 1 IN 2 IN 3 OUT
0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1
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FIXED '1'

IN 2

IN 3

OUT

(a)

FIXED '0'

IN 2

IN 3

OUT

(b)

INPUT LINE OUT

(c)

Figure 1.4: Logic functions implemented with QCA cells: (a) OR gate, obtained by
a Majority gate with an input fixed to ‘0’, (b) AND gate, obtained by a Majority gate
with an input fixed to ‘1’, (c) inverter gate implemented with QCA cells.

1.1.2 QCA clock

What has been assumed until now was:

• cell configuration can switch, so there is a low potential barrier between the two
possible states;

• logic values are stable, so there is a high potential barrier between the two config-
urations;

• there is a direction of propagation, i.e. information goes from the left to the right;

• there is no loss of information during the propagation.

For what concerns the last point, it is true for a limited number of cells: overcame
that maximum number of neighbouring cells, information gets lost. The main causes of
this phenomenon are temperature and external noise. On the other hand, to solve the
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first two questions that are in contrast, the cell must be enriched with a sort of Enable.
This should, from one side, reduce the barrier for the switch and the propagation, and
on the other side increase the barrier to have stable logic states. To do this, cells should
have six dots [14], as shown in Figure 1.5(a).

(a) (b) (c)

Figure 1.5: Schematic of enriched QCA cells: (a) QCA basic cell with the six quantum
dots represented, (b) QCA basic cell in the Null state or Reset State, (c) QCA basic cell
in one of the two stable states.

The new dots are regions where electrons can go only depending on the enable signal.
In this case, charges are trapped in the central dots in an unstable state, called Null
state or Reset State, so there is the need to apply an external electric field, as displayed
in Figure 1.5(b). When the external field is released, charges are in a stable state, and
the cell assumes the same configuration of the input. The external field is usually called
Clock, and ideally is a square wave, as schematically shown in Figure 1.6.

DRIVER NULL DRIVER STABLE
STATE STATE

TIME

APPLIED

RELEASED

CLOCK

Figure 1.6: Schematic representation of the two possible situations related to the clock
signal: when the Clock is active, or Applied, the cell stay in the Null state, whereas the
Clock is not active, or Released, the cell configuration is stable and follow that of the
input cell, usually called Driver.
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In real situations, the assumption to work with a perfect square wave clock signal
is not possible. The clock signal is an electric field that cannot switch instantaneously,
thus actual signals are trapezoidal waves, as shown in Figure 1.7(a).

The last question to solve is related to the assurance of a correct propagation, for
example in long wires. The circuit is thus organized in zones or bunches of cells [15].
The number of cells in each zone depends on the technology: each zone embraces a
maximum number of cells, in order to assure no loss of information in a given condition.
Each zone is associated with a different clock signal: clock signals are applied in sequence,
so information propagates as in a pipeline, as shown in Figure 1.7(b). Moreover, using
trapezoidal clock signals, the system works properly even in the presence of jitter. So,
the overlaps of the clock signals are useful to avoid errors in the switching of the cells.

CLOCK 1

CLOCK 2

CLOCK 3

time

(a)

time

INPUT ZONE 1 ZONE 2 ZONE 3

(b)

Figure 1.7: Schematic representation of the information propagation as a pipeline:
(a) trapezoidal clock signals overlapped to ensure correct propagation, (b) example of
the first time steps in a wire.
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1.2 Molecular FCN

There are several possible physical implementations for QCA technology. Using metallic
dots, which has two main issues: it works only at very low temperature and it is not
so small but is useful if one is only looking for power consumption reduction [16], [17].
Another possibility is to use semiconductors heterostructures, which works with layers
of different semiconductors and has been experimented [18]. The most used today is the
magnetic implementation, which encodes information in the orientation of the magne-
tization of small magnets [19]. The last possibility is to use molecular implementation,
which seems to be the most promising for the future. The advantages coming from the
use of molecules to implement quantum dots are:

• the possibility to work at room temperature [9], [10];

• possibility to have very high-density circuits since molecules are, by definitions,
the smallest systems capable of preserving the chemical composition and of deter-
mining the chemical-physical properties and behaviour;

• the possibility to exploit self-assembly, and thus no need for lithography [20], [21];

• the low power consumption of the switching mechanism [12];

• possibility to work at very high frequencies, up to about 1 THz [7], [22].

The conceptual molecule requires 3 dots, where a dot is a redox center [14]. In this
way, it is possible to implement the two logic states and the null state, as shown in
Figure 1.8.

(a) (b) (c)

Figure 1.8: Conceptual molecule schematic: (a) position of the redundant charge in
the logic ‘0’, (b) position of the redundant charge in the logic ‘1’, (c) position of the
redundant charge in the null state.

There are many choices for the molecule type: some of these implement only three
of the six dots [11], [23], others implement the four logic dots and present a fifth dot
for the null state [9], [24], [25]. One of the most studied molecules for FCN is called
bis-ferrocene, shown in Figure 1.9: it is composed of two ferrocene groups, a carbazole
for the central dot and a thiol is used to anchor the molecule to a gold substrate [26],
[27].
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1
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Figure 1.9: Bis-ferrocene molecule [28].

1.2.1 Molecular FCN modelling

One approach to studying molecular FCN is to use ab initio simulations. In any case,
this is the reference and the starting point and is used to validate the system under study.
However, it has some drawbacks. First, these simulations are CPU intensive and a lot
of memory is required. Moreover, results are difficult to use from a device level point of
view, because the outputs given are homo/lumo information, charges distribution, and
so on. Finally, it is difficult to control the biasing conditions, as input electric field, clock
electric field or technological parameter.

For all these reasons, a new approach has been proposed, which proposes new figures
of merit and reduces the complexity of calculations, still maintaining a connection with
the physical level. This approach, called MoSQuiTo (Molecular Simulator Quantum-dot
cellular automata Torino) [29], is based on three stages:

1. analyse the molecule with ab initio simulations;

2. using the results of the first stage, post-process them and generate new figures of
merit and characteristics of the device;

3. implement an algorithm at a higher level, to go toward the simulation of the circuit
and the interactions among elements.

9
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First stage

Molecules are described through the Z-matrix, which is the entry point of each ab initio
simulation. After this, biasing conditions are set: electric field of an input driver, a
clock signal or presence of other molecules, emulated by point charges. The direction of
each field is defined and then the amount is spanned over a range of interest. The data
generally obtained from these simulations are potential surfaces and charges associated
to each atom.

Second stage

The second stage is used to elaborate the informations got from the previous step and
to define new figures of merit which characterize the molecule at a higher level. These
figures of merit are [29]:

Aggregated charge (AC): instead of having information on charges associated with
each atom, it is preferred to have information related to each dot. The aggregated
charge is the sum of all the charges in a dot and is centred in a point of interest,
e.g. the Fe atoms of the ferrocene groups in Figure 1.9.

Electric-field generated at the receiver molecule (EFGR): a molecule with a cer-
tain charge distribution generates an electric field in the surrounding space, as
shown in Figure 1.10(a). The EFGR is the electric field that influences a hypo-
thetical molecule placed at a specific distance d = w from the molecule under test
(MUT), where w is the distance between the two logic dots.

Vin-Vout transcharacteristic (VVT): molecules generate an electric field all around,
but for propagation purposes, only the field between logic dots is of interest. It is
thus possible to transform such field in an equivalent voltage, which is the integral
of the electric field along a specific path. The input voltage is that defined between
the two logic dots of the MUT, while the output voltage is the one defined on a
fictitious molecule placed at a distance d = w, where w is the distance between
the logical dots, as shown in Figure 1.10(b).

Vin-AC transcharacteristic (VACT): to characterize a molecule it is possible also
to use the aggregated charge of the MUT, instead of using the output voltage, and
to relate it to the input voltage defined in the previous point.

Vout map (VOM): represents the input voltage of a receiver molecule placed anywhere
around the MUT.

MQCA cell working zone (CWZ): defines the region in which a molecule is sup-
posed to work correctly if subjected to a proper electric field.

10
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(a)

w

d

Vin Vout

(b)

Figure 1.10: Figures of merit definitions: (a) electric field generated by the MUT on
another molecule placed at a distance d = w, (b) Vin and Vout definitions.

Third stage

At this point, all the elements to formalize an algorithm have been defined: it is called
Self-Consistent ElectRostatic Potential Algorithm (SCERPA) [30], and can be synthe-
sized in three steps:

• initialization;

• molecular interaction computation;

• final charge distribution calculation.

In the initialization phase, information on molecule positions and initial conditions for
the charges of each molecule are extracted. Moreover, drivers and clock configurations
are defined in this step. The second stage consists of a self consisting loop in which,
for each time step, the effect of the drivers and the molecules are calculated and stored.
When the convergence is reached, it is possible to go on with the last step, in which the
final charge configuration is produced, other than all the graphs of the figures of merit
explained before.

1.2.2 Molecular FCN technology

Regarding the analysis of the implementation of molecular FCN, fewer studies are found
in the literature [31], [32]. The idea is to have a substrate on which molecules attach by
mean of a tile, as shown in Figure 1.11.
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(a) (b)

Figure 1.11: Molecular wire implementation: (a) a substrate, for example a gold
nanowire, onto which molecules are placed, (b) top view.

The main problem is that molecules have generally dimensions of 1-2 nm, so wires
need to have the same dimensions and lithography based technology does not permit
it. Moreover, independently on dimensions, it is difficult to have the precision needed
to build angles, which would be necessary for a cross structure like that of the majority
gate. Since the idea is to deposit molecules employing self-assembled monolayers (SAM),
to have regular SAM, a precise wire is needed.

Another important thing that has to be managed is the generation of the electric
fields needed to the computation, which is the clock field and the switching field of the
input molecules. To do this, other wires are needed. Among all the possible solutions,
the most reliable is the one represented in Figure 1.12. The molecules are placed in
a trench, over a wire as seen before. On top of the two edges of the trench, there
are other two electrodes. Applying a voltage between these two electrodes, an electric
field is generated between them as in a capacitor, and thanks to the border effects even
molecules are subjected to this field, as represented in Figure 1.12(a). It is impossible
to influence only one molecule, depending on the dimension of the electrodes a certain
number of molecules are subjected to the generated field.

(a) (b)

Figure 1.12: Implementation of the electric fields involved in the computation (section
view): (a) input voltage is generated by two electrodes placed on top of the trench,
(b) the clock field is obtained by a potential difference between the top electrodes and
the gold nanowire at the bottom of the trench.

The same structure can be used also for the clock field, as shown in Figure 1.12(b).
Applying a voltage between the electrodes on the top and at the bottom of the trench, a
vertical electric field is generated over the molecule. The expected vertical field depends
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on the aspect ratio of the trench.
The top view of the implementation of a clocked wire is shown in Figure 1.13. In

real systems, neighbouring electrodes interfere with each other, the two fields overlap:
the goal is to have constructive interference to not lose the information. Overlapping in
time the clock signal waves solve also the issue concerning the overlap in space.
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Figure 1.13: Clocked molecular FCN nanowire implementation.

Another problem emerges looking at the space between the electrodes, as shown in
Figure 1.14. A separation of about 1 nm is desired, which is the order of magnitude of
the distance between two molecules, but this is impossible to obtain. With a realistic
separation, it is possible to see that some molecules are not associated to any electrode.
Anyway, the presence of overlapped fields in space solves this resolution problem.
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Figure 1.14: Clocked molecular FCN nanowire implementation: zoom in the separation
of two electrodes.

From the information propagation point of view, there are many parameters involved.
First of all, the parameters relative to the trench, so mainly height and width, which
influence the application of the electric fields. Linked to this has to be mentioned also the
separation of the electrodes, which depends on the precision of the production process.
Even the limit of the width of the guiding wire is imposed by the lithography process. For
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what concern the guiding wire there other two characteristics that influence information
propagation: the lattice structure, which defines the regularity of the SAM anchoring,
and the roughness, because the wire is not perfectly flat. In the case of a metal wire,
both inter-grain and intra-grain irregularities have to be mentioned: grains are not all
the same heigh and they are not perfectly smooth, as shown in Figure 1.15(a). Due to
this, it is possible to have:

• vertical misalignment among molecules, Figure 1.15(a);

• horizontal shifts due to different anchoring points, Figure 1.15(b);

• tilting, due to defects and different grains orientation, Figure 1.15(c).

Finally, two more possible defects related to the SAM regularity are the presence of extra
molecules not included in the design or the lack of some molecules, that can affect the
propagation of the information.

GRAIN 1 GRAIN 2

(a)

(b) (c)

Figure 1.15: Schematic representation of some possible implementation defects:
(a) vertical misalignment, (b) horizontal shift, (c) tilting.

14



Chapter 2

Brain-inspired computing

The idea of being able to make devices whose behavior resembled that of a human brain
is now almost 80 years old. The first neural network model was proposed in 1943 by
Warren McCulloch and Walter Pitts [33]. A neural network is a system that receives
inputs, processes them and produces an output. The difference from a standard program
depends on the approach to the problem that is submitted to it. In a classic program,
the output is produced based on predefined choices, which the programmer has defined,
following the problem-solving algorithm. It is in no way possible for a program to be
able to process an input for which it has not been programmed.

A neural network, on the other hand, is not programmed in the common sense of
the term but is trained for a specific task. This means that if the network is used to
analyse images and find in which of these there is a house, the network is taught what
an image is and then to process it, and subsequently images are presented to it in which
there is a house. The neural network is left with the task of understanding what are the
distinctive features of a house so that if it were given a new image, it would be able to
recognize the presence or absence of a house on its own. From this simple example, it
is immediately possible to understand that the strength of neural networks derives from
having moved the complexity of the analysis of the inputs, from the programmer to
the machine. Neural networks, therefore, do not execute programmed instructions but
respond in parallel to the input model that is presented to them. There are no separate
memory addresses for data storage: the information is contained in the general state of
the network, which therefore represents the “knowledge” of the neural network itself.

The keyword here is network. In fact, a neural network is composed of a series of
nodes, generally arranged on various levels, and a certain number of connections between
the various nodes [34]. Each node, which in this case is called artificial neuron, is a simple
computational unit whose task can be very simple, such as calculating the weighted sum
of its inputs. The real strength lies in the complex connection of these nodes, which at a
high level produces a network capable of performing very complex tasks, from patterns
recognition to medical diagnosis.

One of the main advantages of a neural network is its ability to learn and model com-
plex and often non-linear relationships, as occurs in the case of financial or behavioural
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trends aimed at business. The other huge advantage is the ability of a neural network
to generalize a problem, based on its training, and to deduce and predict relationships
based on unseen data.

2.1 Artificial Neural Networks (ANNs): fundamentals
In an artificial neural network, the nodes are called “artificial neurons”. An artificial
neuron is a system whose behaviour resembles that of a biological neuron. Most neurons
are characterized by three regions, as shown in Figure 2.1:

The soma is the cell body, where the signals are processed and the necessary enzymes
are produced.

Dendrites are branches whose main function is to receive incoming signals. They
are therefore responsible for conducting stimuli from the periphery to the center.
These structures amplify the surface of the neuron, allowing it to communicate
with many other nerve cells.

The axon is a sort of extension, assigned to the transmission of signals from the center
to the periphery. The axon is generally single, but it can have collateral ramifica-
tions allowing it to distribute the information in different destinations at the same
time.

Biological neurons, therefore, receive signals through synapses located on the dendrites
or the membrane. When the received signals are strong enough, therefore they exceed a
certain threshold, the neuron “is activated” and emits a signal, called action potential,
through the axon. This signal could be sent to another synapse and could “activate”
other neurons.

Cell Body

Axon

Dendrites
Terminal Bulb

Figure 2.1: Schematic representation of a neuron in a biological system [35].

The complexity of biological neurons is highly abstracted when modelling artificial
neurons. These essentially consist of inputs, which are multiplied by the weights that
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represent the strength of the respective signals and then combined in a mathematical
function that determines the activation of the neuron. Based on this, the output of the
artificial neuron is calculated, sometimes relying on exceeding a certain threshold, as
shown in Figure 2.2. ANNs combine artificial neurons to process information.

w1

w2

wN

x1

x2

xN

OUTPUT
ACTIVATION

FUNCTION

Figure 2.2: Schematic representation of a neuron in an artificial system, where xi are
the inputs and wi are the weights associated to them.

The weight associated with each input is used to increase or decrease the influence of
the associated input for the neuron. They can be both positive, in the case of excitatory
signals, and negative, in the case of inhibitory signals. Depending on the weights, the
processing of the information by the neuron will produce different effects on the output,
and therefore by adjusting the value of the weights it is possible to “program” the output.
In the case of large and complex networks, the task of adjusting the weights is carried out
by specific algorithms, and it is nothing more than the training phase of the network [34].

In general, the total contribution of the inputs to a node coincides with the weighted
sum of the inputs plus a bias term, as expressed in the equation (2.1)

sk =
N∑

i=1
wik · xi + θk (2.1)

where sk is the sum of the input for the node k, N is the total number of inputs to the
node, wik is the weight of the input i of the the node k, xi is the input signal and θk is
the offset.

In addition to this, there is normally a function that determines the activation of
the output, based on the current status and the total contribution of the inputs. This
function, called the activation function, is usually a non-decreasing function of the total
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of the inputs. Threshold functions are normally used, such as the sign function or a
sigmoid-like function, shown in Figure 2.3.
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Figure 2.3: Examples of common activation functions in ANNs [36]: (a) sigmoid func-
tion , (b) tansig function, (c) step function, (d) shifted step function, (e) sign function,
(f) linear function.

For what concern the connection types, ANNs can be basically divided into feed-
forward networks, in which there are no feedback paths, and recurrent networks, in
which feedback connections are present [37].

The last fundamental point concerns the training of the network. It consists, as
already anticipated, in the optimization of the values of the weights associated with all
the inputs of each node of the network. This can be done directly, by setting the various
weights “manually”, or by providing sample input patterns and letting the weights vary
according to some rule. The two main learning paradigms are [38], [39]:

• supervised learning in which an external teacher submits inputs to each of which
is associated with an exit scheme;

• unsupervised learning in which the network is trained to recognize certain char-
acteristics from the data. Subsequently, based on these characteristics, the network
will be able to classify the new incoming data.

2.2 Spiking Neural Network (SNN)
Artificial neural networks generally take advantage of highly simplified neuron models.
In the last decade, research has also focused on the creation of neuron models with a
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function more similar to the biological one. Neurons in the human brain exhibit recurrent
dynamic behaviour rather than static non-linearities: processing and communication
take place through spike signals sparse over time. Neural networks that exploit this
mechanism are called Spiking Neural Networks (SNNs).

The need to define new models, more similar to reality, derives from a critical analysis
of common artificial neural networks: compared to the human brain they perform specific
tasks consuming much more power and occupying a much larger area. In this sense, SNNs
are much more efficient when compared with ANNs [40].

Over the past decade, several models of spiking neurons have been proposed on the
basis of the very detailed Hodgkin-Huxley model [41], [42]. A widely used model is called
the integrate-and- fire neuron. In this model, the neuron’s behaviour is described through
the trend of the membrane potential. The neuron receives excitatory or inhibitory inputs
through synapses from neighbouring neurons. These inputs are weighed and modelled
through an injected current or a change in membrane conductance. For each incoming
spike, the membrane potential increases, while it decreases if no signals arrive. When a
certain threshold is exceeded, the neuron generates an outgoing spike, which normally
follows a refractory period during which the neuron is insensitive to other stimuli, as
shown in Figure 2.4.
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Figure 2.4: The action potential.

From an electronic point of view, this mechanism can be described with the circuit
shown in Figure 2.5. On the left side, the input spike enters a low-pass filter which con-
verts it in a current pulse I(t) that charges the capacitor. On the right, it is represented
the equivalent of the soma, which can generate a spike when a threshold voltage θ is
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reached across the capacitor. The effect on the membrane potential v is described in the
equation (2.2).

τm
∂v

∂m
= −v(t) +R · I(t) (2.2)

where τm is the time constant in which voltage extinguish.

�(t-tj) synapse

cell body

�(t-ti)
R C

�

I(t) I(t)

Figure 2.5: Schematic circuit of an integrate-and-fire neuron model [43].

2.3 Technology
For what concerns the hardware implementation of artificial neural networks, often called
Hardware Neural Networks (HNNs), a very large number of architectures have been
proposed, including digital, analog, and optical implementations. ANNs differ in terms
of network topology, the number of levels, activation function, and so on. In addition to
these distinctions, with regards to hardware implementations of neural networks, other
parameters must be considered, including precision, data representation, and technology
used [44].

HNNs made on chips are commonly called neurochips. In most cases, only some of the
operations that the network has to perform are implemented on hardware, while the rest
are performed by the system in which the neurochip is included. Several implementations
of the neurochips have been made, including:

Digital implementations: generally realized in CMOS, with the advantage of the
well-developed fabrication process. The main issue is related to the multiplica-
tion for the weights, which is normally slower than other operations [45], [46];

Analog implementations: present the advantage of smaller circuits if compared to the
digital implementations, moreover some of the specific functions can be directly
implemented with analog components [47], [48].

Hybrid implementations: use both digital and analog elements trying to exploit the
best aspects of both technologies [49], [50].

FPGA-based implementations: offer quite easy reconfigurability, even if in terms of
circuit density present lower performances [51], [52].
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2.3. Technology

SNN implementations: given the advantages offered over the ANNs, several hard-
ware solutions have recently been proposed that implement neuromorphic com-
puting [53], [54].

Non-electronic implementations: in particular optical technology may solve some
of the problems highlighted by electronic implementations. However, the absence
of fast switches and large memories has slow down their development [55], [56]
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Molecular FCN for neuromorphic
computation: some ideas

Most ANNs used for commercial use applications are implemented as software. However,
hardware solutions have several advantages over software ones [57]. First, an ad hoc
hardware solution is capable of optimizing computational power, allowing for faster
execution. The cost falls on a large-scale production, therefore a hardware solution would
be the most suitable choice in the case of neural networks in consumer products. Most
of the hardware today allows execution with high real and non-simulated parallelism,
increasing performance also in terms of fault tolerance. In addition to the advantages,
the difficulty deriving from the irregularity and high connectivity of the neural networks
complicates the work of the designers of HNN. Furthermore, particular attention must be
paid to the accuracy of the design parameters, especially in the case of analog solutions.

In recent years, solutions in non-conventional technologies have been explored, to
provide valuable alternatives to the standard implementations [58], [59]. For what con-
cerns molecular FCN, the most complete solution was proposed in [60]. The authors
suggest using partial clocking to implement the synaptic weight. This should be applied
to the inputs of a Majority gate, so that the sum operation performed by the central cell
of the Majority gate will take into account inputs differently, depending on the weights.
The other solution they proposed to implement weights consists of replicate a signal so
that redundancy will encode the strength, and thus the weight, of an input. To imple-
ment the threshold mechanism the authors in [60] proposed to combine fixed cells and
the number of synaptic connections. When the threshold is reached, the output logic
value change and propagate as if it were a sort of impulse.

In addition to those proposed in [60], several hypotheses for the realization of a
neuron in molecular FCN technology have been advanced and analysed. In particular,
various possibilities were considered for the implementation of the weights, the threshold,
and the addition operation, which are some of the key elements for the realization of a
structure that behaves like a neuron.
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3.1 Weight
An idea to weigh the inputs of the neuron is to exploit a hysteresis phenomenon, which
would allow having different reactions to the same signal in a controlled way. A similar
mechanism is also exploited in some neural networks in standard technologies, as it
allows quite simply to eliminate the multiplication operation, which is critical for of the
complexity and therefore of execution time [61], [62]. In molecular FCN, a hysteresis
phenomenon has been observed on a wire of bisferrocenes, as schematically shown in
Figure 3.1, where PD is the driver polarization and P is the average wire polarization,
defined as

P = 1
N

N∑
i=1

Pi (3.1)

Pi = Q1 +Q3−Q2−Q4
Q1 +Q2 +Q3 +Q4 (3.2)

and Qj is the charge of the j-th dot in a QCA cell.

P

PD
1-1

-1

1

START

Figure 3.1: Hysteresis phenomenon in a wire made of bisferrocene molecules [63].

This result means that a wire once reached a stable configuration, opposes a certain
resistance to change its configuration. Normally this mechanism is bypassed through the
use of the clock signal, which can reset the wire before the next input signal is provided.
In a neural network, this phenomenon can instead prove useful.

Another possibility is to use particular molecules with more than one mobile electron
inside it, i.e. dioxide, trioxide molecules, and so on. Or neutral molecules in which a
certain number of electrons move from one logical dot to another. In this way, depending
on the number of mobile electrons present in the molecule, it would be possible to encode
more or less large weights: the greater the number of electrons located in a dot, the
greater the maximum output voltage that is generated on the receiver molecule.

3.2 Sum
As for the implementation of the addition operation, one possibility is to use a majority
gate. The majority function is nothing more than a threshold logic function in which
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3.2. Sum

the weight of the inputs is the same and is unitary [64]. The threshold, in this case, is
the minimum number of inputs that allow the output to switch. The advantage derives
from the fact that the majority voter in molecular FCN is a basic gate, the behaviour
of which has been widely studied in the literature. Furthermore, by functionalizing the
inputs of the majority voter, perhaps using molecules whose behaviour is that described
in Section 3.1, it is also possible to vary the weight of the various inputs.

Another possibility may be the use of branched molecules to collect electrons in one
point and use it as a driver for the output wire, as schematically shown in Figure 3.2.
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w
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w
2
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Figure 3.2: Schematic model of a possible implementation of a neuron in molecular
FCN, where wi represent the synaptic weight of the i-th input wire.

In this case, synapses could be either a separated molecule that based on its input
voltage generates an electric field along the branch favouring the accumulation of elec-
trons near the output wire, or a particular termination of the branched molecule itself.
These branched molecules could be similar to the so-called dendrons, which are described
in [65], [66]. One of the particularly interesting properties is that the whole behaviour of
the dendrimer is dominated by the functional groups on the molecular surface. There-
fore, depending on the terminal groups, it is possible to obtain, in this case, different
weights.
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3.3 Threshold and output signal

Before talking about the threshold, it was necessary to reflect on what the rest value of
an axon should be. One possibility could be to keep the connection wire always reset, or
with the charge concentrated in dot 3. However, since the activation of the neuron, and
therefore of the axon, depends on a logical value, it should be possible to control the
electrodes that generate the clock field through a logic signal encoded on the molecules.
Relating the two is not at all simple, therefore it is more reasonable to use the logical
value zero as the rest value of the line.

A couple of solutions are also possible for the implementation of the threshold mech-
anism. First, the most reasonable idea is to implement the threshold value in the input
voltage of the first molecule on the output branch. Therefore the threshold would be
the value of the input voltage on that molecule such as to switch the logical value from
zero to one, that is, from the rest value to the activation value. Normally, for example
for bisferrocene, the input voltage for which there is a logical one is slightly above zero,
as seen in Figure 3.3.
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Figure 3.3: Input voltage versus aggregated charge transcharacteristic (VAC) for the
bisferrocene molecule.

Moving the threshold means making one logical state more or less “strong” than the
other. To have a threshold value different from about zero, it is possible, for example,
to apply an external voltage, which overlaps the input voltage, to shift the VACT to
the right or left, depending on the direction of the external voltage, by a quantity
proportional to the module of this voltage, as shown schematically in Figure 3.4(a). The
need to apply an external voltage on a molecule can be substituted by a molecule that
has intrinsically one of the two states more probable than the other, maybe because it is
monostable rather than bistable with asymmetric logic states, as shown in Figure 3.4(b).

26



3.4. Outline

Vext

Driver

(a)
Driver

(b)

Figure 3.4: Schematic representation of the two possibilities to implement the thresh-
old: (a) applying an external voltage to the first molecule of the output wire, (b) using
a particular molecule with an intrinsically shifted VACT.

3.4 Outline

Based on the ideas that have been previously exposed, an approach has been outlined
to demonstrate that it is possible to obtain neuromorphic behaviour using molecular
FCN technology. The approach was divided into several steps, briefly described below,
to study one aspect at a time, starting from the inputs up to a structure with several
neurons connected. Steps 0 and 1 analyse the impact of the inputs and are described in
detail in Chapter 4. Steps from 2 to 5 analyse the behaviour of the output, the threshold
mechanism, and the relation between different neurons connected. These are explained
in detail in Chapter 5.

Step 0

It was decided to work with a Majority Voter (MV) structure for the sum, in which the
molecules of the central cell are two bisferrocene molecules placed at 1 nm distance from
each other. First, only one of the three interfaces to the inputs has been added, the one
at the top, as shown in Figure 3.5.

Vin

Vout

bisferrocene

Figure 3.5: Scheme of the structure analysed in the step 0.
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Chapter 3. Molecular FCN for neuromorphic computation: some ideas

For the interface molecule, several transcharacteristics have been used, created ad
hoc. These transcharacteristics can be divided into two classes, which have been called:

Symmetric: these molecules are oxidized, thus the aggregates charge span between 0
and 1, or 0 and 2, and so on. The weight is encoded in the saturation charge. The
geometry used is the same of the bisferrocene, and the counter-ion which balances
the total charge has been placed on dot 4;

Asymmetric: these molecules are neutral, so the total charge is equal to zero without
the need of a counter-ion. The weight is encoded in the saturation charge. Even
in this case, the geometry used for the molecules was the same as the bisferrocene.

In this step has been studied the relation between the input voltage Vin on the
interface molecule and the output voltage Vout on a fictitious molecule placed at 1 nm
distance from the MV central cell, with 1 nm as a distance between the two logic dots.

Step 1

Once the system with a single input was characterized, the others were added in se-
quence: first, the interface 2 located under the computational cell of the MV as shown
in Figure 3.6(a), and then the interface 3 located on the left of the central cell of the
MV as shown in Figure 3.6(b).
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Figure 3.6: Schemes of the analysed structures: (a) in the step 1A, (b) in the step 1B.

Even in this case, we wanted to work with both the class of transcharacteristics,
symmetric and asymmetric. The expectations are to be able to make a weighted sum of
the input voltages, and also to determine the weights related to the transcharacteristics
used. The system can be described through the equation (3.3)

Vout = f(m1 · Vin1 +m2 · Vin2 +m3 · Vin3) (3.3)
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3.4. Outline

where Vini is the input voltage of the i-th interface, Vout is the input voltage on the
fictitious molecule and mi are the weights related to the three interfaces. The function
f is a non-linear relation between the output and the total effect of the inputs on the
MV. To obtain each weight value, inputs are switched on one at a time, so the relation
between input and output is exactly the weight of the active input.

Step 2

In step 2 we wanted to analyze the behavior of the MV with molecules other than
bisferrocene in the central cell, as shown in Figure 3.7.
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Figure 3.7: Scheme of the structure analysed in the step 2.

The aim is to determine which characteristic suits the role best, and which therefore
offers the best results. The two molecules that have been thought to be used are diallyl-
butane, shown in Figure 3.8(a), and decatriene, shown in Figure 3.8(b).

x

y

z

Dot 1 Dot 2
Dot 3

0.7 nm

(a)

x

y

z

Dot 1 Dot 2

Dot 3

0.6 nm

(b)

Figure 3.8: Representation of the two molecules used [29]: (a) diallyl-butane, (b) de-
catriene.
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Step 3 and Step 4

In these two steps the effect of molecules on the output branch was studied, as shown in
Figure 3.9(a) in the case of a single molecule, and the threshold mechanism was studied,
as shown schematically in Figure 3.9(b).
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Figure 3.9: Schemes of the analysed structures: (a) in the step 3, (b) in the step 4.

Studying the system in the presence of outgoing molecules allows us to understand
how and to what extent they affect the system. In fact, in general, each molecule affects
all the others, in both directions. So the molecules on the output branch also affect
the MV molecules, just as the molecules on the MV including the drivers influence the
output branch. In this case, the dotted drivers mean that from this point onwards it
is possible that the molecules must be divided into different clock zones, both because
the number of molecules involved grows, and because mutual influence may cause the
system to not work.

As for the threshold, it was decided to work in terms of an external voltage applied
for the sake of simplicity. It is, in fact, presumable that the effect of external voltage
is the same as an asymmetric molecule in the sense that the two logical states are not
equivalent from the energetic point of view. Even in this case, we thought about the
type of molecule best suited to the role and how information propagation should take
place, also to connect with another neuron.

Step 5

As the last step, once it was demonstrated that the behavior of the analyzed structure
is comparable with that of an artificial neuron, it was decided to try to connect some of
them, in a structure like the one shown in Figure 3.10. It is important, besides studying
the structure of the neuron itself, to understand if and how things change when it is
connected to other similar ones. Also because one of the characteristics of a neural
network is precisely the high connectivity between neurons, and the ability to perform
complex tasks if connected.
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Figure 3.10: Scheme of the structure analysed in the step 5.

The approach just described allows one to understand if it is possible first to make
neuromorphic computation in FCN molecular technology, and also to understand what
are the key elements thanks to which it is possible to do it. All this from a purely
computational point of view, in fact, most of the time we think in terms of trans-
characteristics of molecules created ad hoc to perform a certain task. The parallel
approach to this, which however requires much longer analysis times, involves studying
real molecules from their electrostatic behaviour in the presence of specific electric fields.
The results and analyses made from this point of view are described in Appendix A.
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Chapter 4

Neuron inputs analysis

As mentioned in the previous chapter, the approach used was meant to study the struc-
ture from the point of view of behaviour at the architectural level. SCERPA was used
to carry out all the simulations [30]. This algorithm receives the layout and some speci-
fications of the circuit to be studied. Through the transcharacteristics of the molecules,
usually obtained from ab initio simulations, it calculates the interaction between the
molecules of the circuit and produces the final charge distribution on them. The strength
of this algorithm lies in the high precision of the results provided, based on the results
of ab initio simulations, and in the short times in which these are produced, not having
to solve complex equations thanks to the definition of new figures of merit.

To study the architecture that will be presented below, one functionality has been
added to SCERPA, which is the possibility of working with different types of molecules
within the same circuit. The possibility of choosing the type of each molecule also extends
to the drivers, so that driver molecules can be used to simulate the interfaces: in this
way, in addition to the voltage value, it is also possible to choose the type of response
that the inputs can give. Another feature that has been added to SCERPA consists in
being able to apply fixed external voltages on each molecule of the circuit, which will
come in handy later when the simulations are carried out to study the modification of
the threshold on the output branch.

4.1 Step 0: the study of the first interface

Most of the transcharacteristics used do not correspond to a real molecule but have
been synthesized ad hoc. As mentioned in the previous chapter, two classes of tran-
scharacteristics have been used for the interface, defined as asymmetric and symmetric.
These are shown in Figure 4.1(a) and Figure 4.1(b), respectively. These curves are all
relatives to the case in which the clock signal favour the presence of the charge in the
logic dots. From Figure 4.1 is also possible to notice that the words symmetric and
asymmetric refer to the extreme values of the aggregated charge with respect to zero. In
the two figures there are many curves because for each of the two classes five different
transcharacteristics have been synthesized, each of which is characterized by two curves:
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one for Dot 1, represented in a shade of blue, and one for Dot 2, drawn in a shade of
red. The intensity of the color, dark or light, allows to associate the curves relating to
the two dots for a specific interface, and in any case, for each of the five synthesized
transcharacteristics, the extreme values assumed by the aggregate charge are the same,
even if they are opposite.

(a) (b)

Figure 4.1: Transcharacteristics used to analyse the behaviour of the first interface:
(a) aymmetric transcharacteristics, (b) symmetric transcharacteristics.

As previously mentioned, the central cell of the MV is made up of two bisferrocene
molecules, as shown in Figure 4.2. In Figure 4.2(b) the 3D layout obtained with SCERPA
is shown. To calculate the output voltage, a dummy molecule was inserted, which is
sensitive to the charge distribution on the other molecules from which Vout is obtained,
but does not affect the system in any way, having always null charged on its Dots.

Vin

Vout

bisferrocene

(a) (b)

Figure 4.2: Layout of the architecture studied in the step 0: (a) schematic representa-
tion, (b) SCERPA representation.
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The relationship between Vin and Vout was therefore simulated, using the transchar-
acteristics shown above at the interface. It was preferred to calculate the output voltage
in two different cases, with and without the voltage contribution given by the driver it-
self. This allows distinguishing what is the effect due to the computation on the MV and
what instead depends on the input voltage. The clock signal throughout this chapter
will always be equal to + 2 V, i.e. it favours the presence of charge in the logic dots.

The Vin-Vout characteristics relating to the cases in which the symmetric transchar-
acteristics for the interface have been used are shown in Figure 4.3, in which Vout does
not take into account the driver voltage, and in Figure 4.4, in which instead also the
effect of the driver on the dummy molecule is superimposed. To distinguish the various
curves in the legend, the extreme values of the charge that logic dots can assume are
written.

Figure 4.3: Vin-Vout characteristic when using the symmetric transcharacteristics for
the interface and Vout is computed without the contribution of the driver voltage.

The curves where there is no driver contribution to Vout are in line with what can
be expected. It should be noted that the greater the maximum charge possible on the
two logic dots of the interface, the greater the slope of the output voltage. The inverting
mechanism is coherent with the standard behaviour of molecules in molecular FCN. In
fact, if we consider QCA cells composed of a single molecule, it would be like having an
inverter cascade. In this case, the output voltage is calculated on the first molecule of a
hypothetical cell placed at the output, and not on the second, from which the inverting
behaviour.

As regards the trend of the output voltage, in which the contribution given by the

35



Chapter 4. Neuron inputs analysis

Figure 4.4: Vin-Vout characteristic when using the symmetric transcharacteristics for
the interface and Vout is computed with the contribution of the driver voltage.

interface is also added, it is seen that the behaviour changes whereas the output voltage
is more inclined to follow the voltage on the driver. The enormous influence of the
interface directly on the output was foreseeable, since the charge distribution generates
an electric field all around, which grows as the charge concentration increases at a point
in space.

Figure 4.5(a) and Figure 4.5(b) show the Vin-Vout curves if the asymmetric transchar-
acteristics for the interface are used, without and with the contribution of the driver in
calculating the output voltage, respectively. In the first case, that is when the driver’s
contribution is absent on the dummy molecule, it can be seen that the curves are made
differently than before: the maximum and minimum values of the output voltage are
very different from each other if different interfaces are used, unlike before where the
saturation values were more or less constant between the various cases. Furthermore,
practically all curves are always negative.

If the driver’s contribution to the Vout is also added, as can be seen from Fig-
ure 4.5(b), the incorrect trend highlighted even in the case of symmetric characteristics
occurs again, underlining that in any case, the driver’s contribution is not negligible.
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(a)

(b)

Figure 4.5: Vin-Vout characteristic when using the asymmetric transcharacteristics
for the interface: (a) Vout is computed without the contribution of the driver voltage,
(b) Vout is computed with the contribution of the driver voltage.
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Summing up what has been observed. For the cases in which the driver contribution
is superimposed on the output voltage, with both symmetric and asymmetric traschar-
acteristics at the interface, the influence of the driver voltage is huge and leads to the
inversion of most curves. For the cases in which the driver contribution is not added on
the output voltage:

3 if symmetric transcharacteristics are used for the interface, the behaviour is correct;

7 if asymmetric transcharacteristics are used, the majority of the curves are always
negative, and the extreme values of Vout are not the same in all the cases.

The last written problem, given that it occurs only when using asymmetric tran-
scharacteristics, suggests that a certain symmetry is needed in the system. It is therefore
presumable that by putting interface two, even if turned off, the problem will be solved.
By adding the second interface, the layout becomes that shown in Figure 4.6.

Figure 4.6: Layout of the architecture designed to insert a symmetry in the structure.

The same simulations described above were made, but with the second interface
placed. Nevertheless, even in this case, only the input voltage on Driver 1 has changed,
while the input voltage on the second interface is left constant equal to zero. Looking at
the results obtained, shown in Figure 4.7(a) and Figure 4.7(b), respectively for the case
in which the symmetric and asymmetric characteristics were used, it can be seen that in
both cases the curves now have roughly the same trend. It can be seen, in Figure 4.7(b),
that the curves are now symmetric with respect to Vout equal to zero, and the only thing
that varies between the different characteristics is the extreme values assumed by the
output voltage. For the case in which the contribution of the drivers to calculate the
output voltage is also considered, the situation has not improved, the influence is still
strong, as can be seen in Figure 4.8(a) and Figure 4.8(b) for the case in which symmetric
and asymmetric transcharacteristics are used for the interfaces, respectively.
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(a)

(b)

Figure 4.7: Vin-Vout characteristic when Vout is computed without the contribution
of the driver voltage: (a) using the symmetric transcharacteristics for the interface 1,
(b) using the asymmetric transcharacteristics for the interface 1.
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(a)

(b)

Figure 4.8: Vin-Vout characteristic when Vout is computed with the contribution of the
driver voltage: (a) using the symmetric transcharacteristics for the interface 1, (b) using
the asymmetric transcharacteristics for the interface 1.
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By observing the behaviour of Vout in the case in which the driver effect is considered
in the calculation, it is understood that the problem is all the more evident the greater the
extreme values of the aggregate charge. Furthermore, analysing the behaviour in the case
in which the output voltage does not take into account the contribution of the interface,
it is seen that what really changes is the slope of the central linear section, while the
maximum and minimum values of the aggregate charge of the interfaces affect relatively
the central cell of the MV. This led to thinking about changing the transcharacteristics to
be used for the interfaces. It was decided to change only the slope between the different
curves, instead of the maximum and minimum values. The new transcharacteristics are
shown in Figure 4.9. Even in this case, symmetric and asymmetric characteristics were
considered. The curves in the shades of blue represent the trend of the charge on Dot 1,
whereas those in the shades of red show the behaviour of the charge on Dot 2. Here too,
the intensity of the color, light or dark, allows associating the various curve pairs.

(a) (b)

Figure 4.9: New transcharacteristics synthesized to analyse the behaviour of the first
interface: (a) aymmetric transcharacteristics, (b) symmetric transcharacteristics.

In Figure 4.10(a) and in Figure 4.10(b) the Vin-Vout curves are shown if the driver
effect is not considered. It can be observed that between the various transcharacteristics
only the slope of the central section changes, while the maximum and minimum values
assumed by the output voltage are the same in all cases. The various curves are dis-
tinguished in the legend according to the value of the input voltage Vin in which the
aggregate charge reaches saturation in the transcharacteristics of Figure 4.9: this value
has been called alpha.

The real difference obtained using these new transcharacteristics is visible when the
effect of the driver to calculate Vout is also considered. As shown in Figure 4.11(a) and
Figure 4.11(b), the behaviour is now the same as when Vout does not take into account
the effect of the driver. The only differences are the range of values assumed by the
output voltage and the presence of overshoots when using symmetric transcharacteristics.
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(a)

(b)

Figure 4.10: Vin-Vout characteristic when Vout is computed without the contribution of
the driver voltage: (a) using the new symmetric transcharacteristics for the interface 1,
(b) using the new asymmetric transcharacteristics for the interface 1.
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(a)

(b)

Figure 4.11: Vin-Vout characteristic when Vout is computed with the contribution of
the driver voltage: (a) using the new symmetric transcharacteristics for the interface 1,
(b) using the new asymmetric transcharacteristics for the interface 1.
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4.2 Step 1A: the study of the second interface
For the first part of step 1, the layout is always the same as in Figure 4.6, but in this
case, the input voltage on the second interface is different from zero. For both drivers
the same transcharacteristic was used, in particular the one with alpha equal to 0.5 was
chosen, as shown in Figure 4.12(a) and Figure 4.12(b) for the asymmetric and symmetric
cases, respectively.

(a) (b)

Figure 4.12: Transcharacteristics used to analyse the behaviour of the first part of
the step 1, it was chosen the one represented with a continuous line: (a) aymmetric
transcharacteristics, (b) symmetric transcharacteristics.

It has been chosen to plot the output voltage Vout with respect to the input voltage
on the first interface Vin1, for different values of the input voltage on the second interface
Vin2, to see how the second driver changes the previously obtained curve. The results
obtained when the symmetric transcharacteristic alpha = 0.5 was used for the interfaces
are shown in Figure 4.13(a), for the case in which the effect of the driver was not
considered to calculate the output voltage, and in Figure 4.13(b), for the case in which
also the voltages given by the drivers are used for the calculation of Vout.

From Figure 4.13(a) it can be seen that in the central linear section the behaviour is
of the type

Vout = m1 · Vin1 +m2 · Vin2 (4.1)

where m1 and m2 are the weights of the two interfaces. In Figure 4.13(b) the behaviour
of the central linear section remains the same, within certain limits, however at the
extremes of the characteristic the behaviour is still influenced by the voltage of the
drivers.
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(a)

(b)

Figure 4.13: Vin1-Vout characteristics for different values of Vin2 using the symmetric
transcharacteristic alpha = 0.5 for the interfaces: (a) when Vout is computed without
the contribution of the driver voltage, (b) when Vout is computed with the contribution
of the driver voltage.

45



Chapter 4. Neuron inputs analysis

In Figure 4.14 and Figure 4.15 are shown the results of the same simulations, but
performed with the asymmetric alpha = 0.5 transcharacteristic for the interfaces. Here,
in both the cases in which the contribution of the drivers is and is not considered for
the calculation of Vout, the curves in the central linear section follow equation (4.1),
and in the lateral part of the graph, there is no superposition between the various
characteristics.

Figure 4.14: Vin1-Vout characteristics for different values of Vin2 using the asymmetric
transcharacteristic alpha = 0.5 for the interfaces, when Vout is computed without the
contribution of the driver voltage.

From these simulations, the behaviour appears to be qualitatively correct. In fact,
focusing for example on Figure 4.14, on the curves for which Vin2 = ± 0.3 V, four possible
configurations can be observed:

1. both Vin1 and Vin2 are positive, Vout should saturate toward positive values, but
for the inversion mechanism saturates at negative values;

2. Vin1 is positive and Vin2 is negative, the two drivers provide opposite logic infor-
mation, and Vout tends to zero;

3. both Vin1 and Vin2 are negative, Vout should saturate toward negative values, but
for the inversion mechanism saturates at positive values.

4. Vin1 is negative and Vin2 is positive, the two drivers provide opposite logic infor-
mation, and Vout tends to zero;
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4.2. Step 1A: the study of the second interface

Figure 4.15: Vin1-Vout characteristics for different values of Vin2 using the asymmet-
ric transcharacteristic alpha = 0.5 for the interfaces, when Vout is computed with the
contribution of the driver voltage.

These four configuration can be schematically represented as in Figure 4.16, in par-
ticular: case (1) corresponds to Figure 4.16(a), case (2) corresponds to Figure 4.16(b),
case (3) corresponds to Figure 4.16(c), and case (4) corresponds to Figure 4.16(d).
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Figure 4.16: Schematic representation on the four extreme possible configurations for
the output when: (a) both Vin1 and Vin2 are positive, (b) Vin1 is positive and Vin2 is
negative, (c) both Vin1 and Vin2 are negative, (d) Vin1 is negative and Vin2 is positive.

The simulations that have been done so far, show that the behaviour is qualitatively
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correct, however, they are not very intuitive for two reasons: it is not spontaneous to
associate a voltage to a logical value and the relationship between the input voltage and
output voltage is inverting. It was therefore thought to change the variables involved, in
particular the one that describes the output behaviour. Instead of using the voltage on a
fictitious molecule located downstream of the MV, it was decided to use the polarization
PMV of the central cell of the MV, the one composed of the two bisferrocene molecules.
This quantity is defined as

PMV = (Q1 +Q4)− (Q2 +Q3)∑4
i=1Qi

(4.2)

where Qi is the charge on the i-th dot of the cell, as shown in Figure 4.17. Moreover,
it has been decided to normalize the input with respect to the maximum input value,
which is VMAX = 0.4 V [29].

1

2

3

4

Figure 4.17: Representation of a QCA cell with the dot numbered.

In Figure 4.18 is shown the transcharacteristic when symmetric curves are used for
the drivers. The layout is again the one represented in Figure 4.6 and the input voltage
on the interface 2 is equal to zero.

In this case, since only one driver is switched on, the relation between input and
output is the one below

PMV = f

(
m1 ·

Vin1
VMAX

)
(4.3)

This means that in the region in which the characteristics are linear, it is possible to
evaluate the weight m1 dividing the output by the input. In Table 4.1 are listed the
obtained values.

Table 4.1: Weights of the interface 1 when the symmetric transcharacteristics are used.

alpha m1

0.1 7.41
0.2 3.80
0.3 3.61
0.4 2.21
0.5 1.47

Assuming that the influence of the interface 2 is the same as that of the interface 1
since they are located the same way, it has been done one example to see if the MV po-
larizes correctly. This is shown in Figure 4.19. In particular, it has been tried to use two
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4.2. Step 1A: the study of the second interface

Figure 4.18: Input-output characteristics when the symmetric transcharacteristics are
used for the drivers.

different characteristics for the two interfaces: driver 1 has the symmetric transcharac-
teristic with alpha equal to 0.3, whereas for the second driver alpha is equal to 0.1. The
input voltage has the same absolute value for both drivers equal to 0.1 V but opposite
sign, to verify that the output follows the input with the greatest weight. Indeed, it can
be seen that the central cell of the MV has the same logical information as driver 2.

Figure 4.19: Example to control if the MV works correctly when two different tran-
scharacteristics are used for the interface 1 and the interface 2.
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4.3 Step 1B: the study of the third interface

This step involves adding the third interface. First of all, some examples have been
made, to see the qualitative results. In all the following examples, a symmetrical tran-
scharacteristic with alpha = 0.1 has always been used for interface one, whereas the other
two interfaces both have a symmetrical transcharacteristic with alpha = 0.5. Among the
various examples, only the input voltage on the three interfaces was changed, so that it
was easy to understand what is the logical value expected on the output.

As a first example, it has been tried to put the same input voltage Vin = +0.3 V on
all three drivers, i.e. all three drivers have the same logical information. At the output,
as can be seen from Figure 4.20(a), the logical information is coherent with that of the
three inputs. In the second example, the sign of the voltage on the driver 2 has been
changed. Since the voltage has the same absolute value for all the inputs, adding the
weights with the correct sign, it can be seen that the logical output information must
be the same represented by the drivers 1 and 3, but “weaker” than in the previous case.
This actually happens, as shown in Figure 4.20(b).

(a) (b)

Figure 4.20: Layout plotted with SCERPA for the simulations in which driver 1 has
a symmetric transcharacteristic with alpha = 0.1, whereas Drivers 2 and 3 have a sym-
metric transcharacteristic with alpha = 0.5: (a) all three drivers have an input voltage
equal to +0.3 V, (b) drivers 1 and 3 have an input voltage equal to +0.3 V, whereas the
second interface has Vin2 = -0.3 V.

As the last example, it was decided to try to see if the mechanism works even in
cases where only one strong entry wins over the other two, thus going beyond the classic
behaviour of a majority voter. Therefore, compared to the first example of this section,
the sign of the voltage on the first driver has been changed. Since interface 1 has a
weight of 7.41, while the other two have a weight of 1.47 each, the output should assume
the logical value of driver 1. However, this does not happen, as can be seen from

50



4.3. Step 1B: the study of the third interface

Figure 4.21(a).
By trying to repeat the same example, using a voltage that allows all three inter-

faces to work in the linear region, it can be seen from Figure 4.21(b) that the output
correctly follows the logical information represented by interface 1 only. Furthermore,
by calculating PMV from the charge distribution on the central cell of the MV from the
simulation, PMV = -0.484 is obtained. On the other hand, trying to calculate PMV from
the weighted sum of the inputs, one gets

PMV = m1 · Vin1 +m2 · Vin2 +m3 · Vin3 = −0.447 (4.4)

where the difference comes from the rounded values of the weights.

(a) (b)

Figure 4.21: Layout plotted with SCERPA for the simulations in which driver 1 has
a symmetric transcharacteristic with alpha = 0.1, whereas Drivers 2 and 3 have a sym-
metric transcharacteristic with alpha = 0.5: (a) drivers 2 and 3 have an input voltage
equal to +0.3 V, whereas the first interface has Vin1 = -0.3 V, (b) drivers 2 and 3 have
an input voltage equal to +0.1 V, whereas the first interface has Vin1 = -0.1 V.

These examples have shown that in order to work properly, it must be ensured that
all interfaces work in the linear region. This means that with the current transcharac-
teristics, the input voltage should be between ± 0.1 V. As this limits the system a lot, it
has been thought to impose a limit on the possible transcharacteristics instead of on the
voltage. Previously it has been said that the maximum input voltage on a molecule is
0.4 V. However, this is true if there are no other molecules present in the surroundings.
Since the system will have to be connected with other elements, the maximum voltage
that can be generated on a molecule is greater. Connection wires have therefore been
added before the interfaces, as shown in Figure 4.22(a), and it has been seen that

− 1 V < Vin < +1 V (4.5)

as shown in Figure 4.22(b).
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(a) (b)

Figure 4.22: Simulation results to verify the maximum possible voltage on a molecule:
(a) SCERPA layout of the wired MV tested, (b) input voltage on each molecule.

Therefore, new transcharacteristics have been synthesized which present a linear
behaviour in the voltage range just highlighted. Here too it has been chosen to continue
to present both asymmetric and symmetric transcharacteristics, shown respectively in
Figure 4.23(a) and Figure 4.23(b).

(a) (b)

Figure 4.23: Transcharacteristics that guarantee a linear behaviour in the range of
possible voltages on a molecule: (a) aymmetric transcharacteristics, (b) symmetric tran-
scharacteristics.

The weights of the three interfaces were calculated when the various transcharacter-
istics are used. To do this, one driver at a time was turned on, and the ratio between
the output and the input was calculated. The values found are listed in Table 4.2.
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4.3. Step 1B: the study of the third interface

Table 4.2: Weights of the interfaces calculated with the last set of synthesized tran-
scharacteristics.

ALPHA SYMMETRIC ASYMMETRIC
m1 m2 m3 m1 m2 m3

1 1.2630 1.2630 1.2630 0.5981 0.5981 0.6653
1.5 0.9110 0.9110 0.9110 0.4071 0.4071 0.3934
2 06775 0.6775 0.6775 0.3064 0.3064 0.2960
2.5 0.5034 0.5034 0.5034 0.2425 0.2425 0.2331
3 0.4193 0.4193 0.4057 0.2019 0.2019 0.1966

In the case of asymmetric transcharacteristics, and in one case also of symmetric
transcharacteristics, it is seen that the value of the weight at interface 3 is slightly
different from the others. This can be justified by the fact that the position with respect
to the two central molecules of the MV is different, therefore the influence that the driver
has on these also slightly changes.
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Chapter 5

Neuron output and connection
with other neurons

In this chapter, the issues concerning the presence of molecules at the exit and the
concept of the threshold are studied in depth. In particular, the discussion will follow a
logical rather than temporal path, for this reason, Step 2 has been moved after Section 5.2
where the threshold mechanism is discussed.

5.1 Step 3: the influence of output molecules
First, the effect of the presence of output molecules was investigated. Since each molecule
influences the neighbouring ones by changing their charge distribution, it is important
to understand whether the molecules on the output branch influence the calculation of
the total input contribution. As a first simulation, only one bisferrocene molecule was
added, as shown in Figure 5.1(a). Asymmetric characteristics have been used for all the
examples in this section. In this case, the inputs were chosen so that the polarization
on the MV was weak, in the sense that the charge is not distributed mainly along one
of the two diagonals, but is present on all four dots of the central cell of the MV. In this
example in particular, the configuration of the inputs is

INTERFACE 1 :
• α = 1 V → m1 = 0.5981
• VIN1 = -1 V

INTERFACE 2 :
• α = 3 V → m2 = 0.2019
• VIN2 = +1 V

INTERFACE 3 :
• α = 3 V → m3 = 0.1966
• VIN3 = +1 V
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Chapter 5. Neuron output and connection with other neurons

Since all the interfaces have the same input voltage in terms of absolute value, to
understand which is the logical output of the MV it is sufficient to add the weights of
the interfaces taking the sign of the respective voltage applied. The sign of the result
of this operation is in agreement with the polarization on the MV: if the result of the
sum is negative then the polarization on the MV will be less than zero, while if the
result is positive the polarization will be greater than zero. In this example, interface 1
dominates onto others, therefore the logical value on the MV will be in agreement with
it.

(a) (b)

Figure 5.1: Simulation results when one molecule is placed at the output: (a) 3D
representation, (b) charge for each molecule excluding the drivers.

As can be seen in Figure 5.1(a), the logic value encoded by the central cell of the
majority voter is the same as the interface 1. Nevertheless, the polarization is not close
to -1, as can be deduced from the value of the charges on the four logical dots of the
MV (molecules number 1 and 2 of Figure 5.1(b)). For this reason, the charge on the two
logical dots of the output molecule (molecule number 3) is the same, and information
is therefore lost. This occurs both when the three considered molecules all belong to
the same phase, and when the output molecule is put into a different phase, which is
activated only after the computation on the MV has finished.

Maintaining the same configuration of the inputs, a bisferrocene molecule was added,
to have two molecules at the output, but the situation does not change much. As can be
seen in Figure 5.2(a), the logical information is slightly visible even if degraded. Since
the propagation includes a feedback mechanism, given that the molecules also influence
the previous ones, it has been tried to add other output molecules, to see if saturation
was achieved by supporting each other. This case is shown in Figure 5.2(b), in which
there are eight molecules on the output branch, and it can be seen how the molecules
remain in the linear region while maintaining the correct logical information. In the
latter case, all molecules were in the same clock region. By trying to divide them over
several phases with different combinations, for example, two on one phase and six in
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another or four in the first phase and four in the next, the final effect is the same.

(a) (b)

Figure 5.2: Charge for each molecule excluding the drivers when: (a) two molecules
are placed at the output, (b) eight molecules are placed at the output.

Then, leaving eight molecules at the output, it was tried to see if, with a combination
of inputs that gave a well-defined logical state, the molecules showed a bistable behaviour.
The combination of the inputs is thus the same as before, but with all the input voltages
positive. In Figure 5.3(a) the charge on the logical dots of each molecule is shown, and it
is clear that the information tends to decay, despite the charge on the first two molecules,
those at the center of the MV, is well separated. By adding molecules, the feedback effect
of each of these allows the charge to saturate, in fact with ten molecules at the output
of the MV the molecules exhibit a bistable behaviour, as shown in Figure 5.3(b).

(a) (b)

Figure 5.3: Charge for each molecule excluding the drivers, in the case of well define
logic value on the central cell of the MV, when: (a) eight molecules are placed at the
output, (b) ten molecules are placed at the output.
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After that, it has been tried to insert, just after the central cell of the MV, a molecule
with a very steep transcharacteristic. It has been inserted a molecule with alpha = 0.1 V,
so the structure becomes the one shown in Figure 5.4. It has been tried to see if, with
this molecule before the output wire, the propagation would have improved.
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Figure 5.4: Layout of the structure with the molecules used specified.

The first case analysed was the one in which the three inputs voltages are the same,
and therefore the logical information contained on the central cell of the MV is well
defined. Putting only eight molecules at the output, the behaviour of the molecules
was bistable, contrary to what was previously found. As it can see from Figure 5.5, by
inserting the molecule with alpha = 0.1 V just after the two in the center of the MV,
the output molecules propagate the information with bistable behaviour.

(a) (b)

Figure 5.5: Simulation results when eight molecules are placed at the output, the first
is a molecule with alpha = 0.1 V whereas the other seven are bisferrocenes: (a) 3D
representation, (b) charge for each molecule excluding the drivers.

58



5.2. Step 4: the study of the threshold

It has been tried to verify if, even in the case of a logical value not well defined on the
MV, the output propagation improves in the presence of a molecule with alpha = 0.1 V.
The input voltage on interface 1 has therefore changed to -1 V, as in the first examples
of this section. The results obtained are shown in Figure 5.6. As can be seen from
Figure 5.6(b) in this case the molecules in the output wire propagate the information
with a bistable behaviour, as can be deduced by the strong separation of the charge in
the logic dots. Thus a molecule with a very steep transcharacteristic acts like a saturator,
since it can encode a very well define logic value even when its input voltage is small.

(a) (b)

Figure 5.6: Simulation results when eight molecules are placed at the output, the first
is a molecule with alpha = 0.1 V whereas the other seven are bisferrocenes, and the logic
value on the MV is weak: (a) first time step of the simulation, (b) second time step of
the simulation.

5.2 Step 4: the study of the threshold

As already mentioned in Chapter 3, one of the possible ways to represent the threshold
is by using an external voltage applied on a molecule. At the moment, the logical
information and the value of the weighted sum of the inputs are represented in terms of
polarization. To link this information and the external voltage, it was decided to use a
structure like the one shown in Figure 5.7, in which there are two drivers, which simulate
the behaviour of the MV, and two molecules at the output. Having replaced the MV
with two driver molecules it is easier to make complete characterizations: by setting
the input voltage on the two drivers, opposite in sign and equal in absolute value, and
spanning from -1 V to +1 V, it is possible to obtain a polarization between -1 and +1.

It was decided to work initially with all bisferrocenes, both for the drivers and the
output molecules. In the first case analysed, no external voltage was applied, and char-
acterization was carried out to subsequently be able to compare the results obtained
with this case, which from now on will be called the “reference case”.
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Figure 5.7: SCERPA layout of the structure used to study the threshold mechanism
using the external voltages.

The input voltage on the two molecules after the drivers was calculated, as shown
in Figure 5.8. If an external voltage is applied, what is expected is a vertical shift of
both curves, even if the external voltage is applied only on one molecule. In fact, for
the feedback mechanism, if the input voltage on one molecule is higher (or lower), on
the other molecule the voltage will be lower (or greater), therefore the shifts will be in
opposite directions.

Figure 5.8: Relation between the polarization of the cell composed by the two drivers
which simulate the MV and the input voltage on the first molecule after the driver (blue)
and on the second molecule (orange).
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Different external voltage values were used, ranging from +0.3 V to -0.3 V. The
external voltage was first applied to the first molecule after the drivers and the average
shift of the new voltage curve obtained for the different polarizations was calculated.
An example of the graph obtained, in the case of external voltage equal to +0.2 V
applied on the first molecule after the drivers, is shown in Figure 5.9. The same thing
was then repeated with the same values, however applying the external voltage on the
second molecule after the drivers, to see if there was any difference in the position of the
molecule on which the external voltage is applied. As can be seen from Figure 5.9, since
a positive voltage has been applied on the first molecule, the relative curve is shifted
upwards. Conversely, the shift on the second molecule is in the opposite direction, since
the charge in adjacent molecules is arranged diametrically, leading to opposite voltages
in the sign.

Figure 5.9: Relation between the polarization of the cell composed by the two drivers
which simulate the MV and the input voltage on the first and the second molecule
after the driver, for the reference case (cyan and magenta) and for the case in which an
external voltage equal to +0.2 V is applied on the first molecule (blue and red).

Table 5.1 lists the average values of the shift (in absolute value) of the voltages on
the two molecules after the drivers, both in the case in which the external voltage is
applied on the first of the two molecules and in the case in which it is applied on the
second.

By observing the results obtained in the various cases, it can be seen that the shift
value equal to that set with the external voltage is present on the molecule on which
Vext is not applied. This is justified by the superposition of the effects and the presence
of a feedback mechanism. In fact, the external voltage is added to that due to the
drivers. Moreover, the higher the input voltage on a molecule, the higher the output
voltage generated, which is nothing more than a contribution to the input voltage on
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Table 5.1: Absolute values of the voltage shift on the two molecules after the drivers
when an external voltage is applied either on the first molecule or on the second.

Vext [V] Vext on 1st molecule Vext on 2nd molecule
1st mol. [V] 2nd mol. [V] 1st mol. [V] 2nd mol. [V]

+0.30 0.45 0.25 0.29 0.46
+0.25 0.38 0.22 0.24 0.39
+0.20 0.31 0.18 0.18 0.31
+0.15 0.23 0.14 0.14 0.23
+0.10 0.16 0.10 0.09 0.16
+0.05 0.08 0.05 0.05 0.08
-0.05 0.08 0.05 0.05 0.08
-0.10 0.15 0.09 0.09 0.16
-0.15 0.23 0.13 0.14 0.24
-0.20 0.30 0.17 0.19 0.32
-0.25 0.37 0.21 0.23 0.39
-0.30 0.44 0.24 0.27 0.46

the adjacent molecule. So also the input voltage on the molecule on which the external
voltage is not present increases, which in turn increases the input voltage on the other
molecule. Although this suggests that the threshold is dependent on the layout, in
reality, the problem can easily be bypassed when a saturator is introduced. In fact, it
would lead to only two situations: polarization 1 or -1 depending on the sign of its input
voltage, which mainly depends on the two drivers, that is, on the weighted sum, and the
external voltage applied, that is, the threshold. The small contributions due to the other
molecules would become negligible, and in any case, agree with the logical information
already assumed.

5.3 Step 2: the effect of different molecules in the MV

Another way to implement the threshold mechanism, as mentioned in Chapter 3, is to
use molecules with a stronger state than the other. Furthermore, to solve the question
related to the mechanism explained in the previous section, in which it was observed
that the shift was greater than that fixed with the external voltage, it was decided to
use that kind of molecules as drivers in the configuration of Figure 5.7. Looking at the
complete structure, the central cell of the MV in a single step would calculate the total
contribution of the inputs and compare it with the threshold.

Having a molecule with a logical state stronger than the other means having a VACT
that does not pass through the origin. In fact, in this way, one would have a logical state
for a wider range of voltages and the other for a reduced range. Depending on the
direction of the shift, the strongest state is related to either a logical one or a logical
zero. Some new transcharacteristics have therefore been synthesized, shifted to the right
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or left of the zero, as shown in Figure 5.10. Since the cell is composed of two molecules
that oppositely distribute the charge, the two characteristics used for that two molecules
do not have to be the same. If on the first molecule one wants to strengthen the situation
that presents the charge on Dot 1, on the adjacent molecule it has to strengthen the
case in which the charge is on Dot 2. In practice, this means that, for example, if a
transcharacteristic with a shift equal to +0.3 V is used on the first molecule, on the
other one the transcharacteristic with a shift equal to -0.3 V must be used.

Figure 5.10: Transcharacteristics synthesized to study the effect of molecules with one
logic state stronger than the other to implement the threshold mechanism. The pairs of
curves for the two logical dots are identified by the intensity of the color.

To verify whether the assumptions made work, it was thought to plot the polarization
of the cell made up of the two drivers versus the input voltage on one of them. In
particular, it was chosen to use the input voltage on the second driver to not have
inversion. Nevertheless, since the voltage on the first driver is equal in absolute value
and opposite in sign to that applied on the second driver, the polarization of the cell
versus the voltage on the first driver would be simply symmetrical to the axis Vin = 0 V.
In Figure 5.11 are shown the curves obtained for the polarization on the two drivers,
which is always compared with the case in which two bisferrocene molecules are used.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.11: Polarization of the cell composed by the two drivers versus the input
voltage on the second driver when: (a) the first driver is shifted by 0.1 V and the second
by -0.1 V, (b) the first driver is shifted by -0.1 V and the second by 0.1 V, (c) the first
driver is shifted by 0.2 V and the second by -0.2 V, (d) the first driver is shifted by
-0.2 V and the second by 0.2 V, (e) the first driver is shifted by 0.3 V and the second
by -0.3 V, (f) the first driver is shifted by -0.3 V and the second by 0.3 V.
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The first thing that can be observed is the different slope of the polarization if
compared to the reference case in which two bisferrocenes are used. This probably
depends on the fact that the slope of the transcharacteristics themselves is different from
that of the bisferrocene. The most interesting thing that is noticed is that if no voltage
is applied, the shift from the reference curve is exactly that of the transcharacteristics.
In this way, the problem highlighted by the use of external voltage on the molecules after
the drivers explained in the previous section has therefore been solved. Furthermore,
the problem related to the different slope of the curves would be resolved automatically
when a saturator was placed after the two drivers, which would behave like a sort of
rectifier.

In addition to the characteristics synthesized manually, it has been tried to use
the transcharacteristic of the modified bisferrocene in which one of the iron atoms is
replaced by a cobalt atom, described in Appendix A. One of the properties of that
transcharacteristic was that for zero input voltage, there is a certain charge separation
on the two dots, therefore it is like having a shifted characteristic. Since the shift is
in one direction, it was decided to rotate one of the two drivers by 180°, to simulate a
situation similar to the previous ones. Figure 5.12(a) shows the layout in which the 180°
rotation of the first driver is visible, while Figure 5.12(b) shows the polarization curve
versus the input voltage on the second driver.

(a) (b)

Figure 5.12: Study of the threshold mechanism using, as drivers, two bisferrocenes in
which one of the iron atom is substituted by a cobalt atom: (a) SCERPA layout which
highlight the 180° rotation of the first driver, (b) polarization versus the input voltage
on the second driver.

In Figure 5.13(a), instead, the layout is shown in the case in which the rotation of
180° was made on the second driver, and in Figure 5.13(b) the polarization obtained in
this case is shown.

It is observed that depending on the diagonal on which the iron and cobalt atoms are
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(a) (b)

Figure 5.13: Study of the threshold mechanism using, as drivers, two bisferrocenes in
which one of the iron atom is substituted by a cobalt atom: (a) SCERPA layout which
highlight the 180° rotation of the second driver, (b) polarization versus the input voltage
on the second driver.

placed, a shift is obtained in one direction rather than the other. The shift value coincides
with that of the transcharacteristic, as already observed also with the transcharacteristics
synthesized manually. Finally, it is seen that the polarization curve is a straight line as
it is also the characteristic of the unsaturated molecules in the voltage range used.

An important consideration to do, for comparing this way of implementing the thresh-
old with that described in the previous section that uses external voltage, concerns pro-
grammability. Choosing to implement the threshold through external voltage allows one
to change the thresholds even once the circuit has been built. It would be sufficient
to change the voltage between the two electrodes. If instead one chooses to use the
molecules with the shifted transcharacteristic this is no longer valid: once the circuit
is built, the molecules cannot be changed, and among other things, being inside the
MV it would also be difficult to position the electrodes to influence the value with an
externally applied voltage. In reality, normally the training of the networks almost exclu-
sively changes the weights, therefore as regards the threshold the problem of managing
a change is less relevant.

5.4 Step 5: toward neurons connected together

Up to now the various parts that make up a neuron have been studied separately. Be-
fore connecting multiple neurons, a single neuron made up of all its parts, from the
interfaces to the output branch, has been simulated. The structure analysed is the one
shown schematically in Figure 5.14(a). The interfaces were each made with two driver
molecules, instead of one rotated by 90°. For interface 1, molecules with alpha = 1 V
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were used, whereas, for the other two interfaces, molecules with alpha = 3 V were used.
The two molecules after the central cell of the MV are two bisferrocenes, so it was de-
cided not to use the saturator at this point. Figure 5.14(b) shows the layout obtained
with SCERPA.
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Figure 5.14: Layout of the complete neuron: (a) schematic representation,
(b) SCERPA representation.

The input voltages on the drivers that make up the three interfaces have been chosen
to have Vin1 = +1 V, Vin2 = -1 V, Vin3 = -1 V. Several molecules have been placed in the
central cell of the MV, to simulate the behaviour even in the presence of the threshold.
In the first case analysed, at the center of the MV, two bisferrocenes were used. With
the interface configuration chosen, logic information slightly polarized as interface 1 is
expected at the output, as shown in Figure 5.15. From the reference curve shown in
the graphs of Figure 5.11 it is possible to evaluate the expected polarization once the
voltage on the second molecule at the center of the MV is known. The latter is equal
to 0.17 V, which corresponds approximately to PMV = 0.2. The effective polarization is
slightly lower, equal to 0.16.

Maintaining the same configuration of the inputs, it has been tried to put, at the cen-
ter of the MV, the two molecules which implement a threshold equal to -0.2 V. Therefore
the first molecule at the center of the MV will be a molecule with the transcharacter-
istic shifted of 0.2 V, while the other molecule in that cell will be shifted by -0.2 V.
Since the voltage on the second molecule in the standard case with the bisferrocenes
was 0.17 V, the sum of the input contributions is expected to be well above the thresh-
old, thus leading to having the same logical information as interface 1, possibly with a
greater polarization. In Figure 5.16(a) it is seen that the logical information is correctly
calculated. The voltage on the second molecule at the center of the MV is equal to
0.51 V, which corresponds approximately to PMV = 0.91 as seen in Figure 5.11(c). The
polarization calculated in this simulation is equal to 0.92, which confirms the correctness
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Chapter 5. Neuron output and connection with other neurons

Figure 5.15: Simulation result of the neuron structure when the central cell of the MV
is composed of bisferrocene molecules, that is threshold is equal to zero.

of the analysis made in the previous section.

(a) (b)

Figure 5.16: Simulation result of the neuron structure when: (a) the threshold is equal
to -0.2 V, (b) the threshold is equal to +0.2 V.

Then it has been tried to put, at the center of the MV, the two molecules which im-
plement a threshold equal to +0.2 V. Therefore, the two molecules used before have been
swapped places. This time the voltage that had been obtained with the bisferrocenes
remains below the threshold, even if only slightly. Consequently, logical information
opposite to that of the two previous cases is expected. Figure 5.16(b) shows the result
of the simulation, which confirms the expectations: the logic information is opposite to
that of interface 1.
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5.4. Step 5: toward neurons connected together

Until now, interfaces have always been made with ideal drivers. Therefore it must be
verified that even if these are non-ideal molecules, free to modify their charge distribu-
tion, the system continues to function correctly. The simulated layout scheme is shown
in Figure 5.17.

Dr1 Dr2

Dr3 Dr4

Dr5 Dr6

Figure 5.17: Schematic representation of the neuron layout with the interfaces con-
nected to the drivers with short wires.

In Figure 5.17, the interfaces have been represented with a blue contour line, while
the saturator with a green one. The other molecules are all bisferrocenes, except for the
central cell of the MV which, depending on the threshold, has different molecules. The
background color of the cells identifies the clock zone to which they belong. In particular,
three clock zones were used: one for the inputs (orange), one for the computation of the
output (light blue), and one for the propagation of the output (pink).

It was thought to repeat the same three simulations presented previously in this sec-
tion so that the results obtained in this case could be easily compared. In Figure 5.18(a)
and Figure 5.18(b) are shown the input propagation step and the output propagation step
of the case with no threshold and the bisferrocenes molecules in the MV. In Figure 5.19
and Figure 5.20 are shown the same time steps of the case in which the threshold is
equal to -0.2 V and +0.2 V, respectively.
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(a)

(b)

Figure 5.18: Simulation result of the neuron structure when there is no threshold:
(a) input propagation time step, (b) output propagation time step.

70



5.4. Step 5: toward neurons connected together

(a)

(b)

Figure 5.19: Simulation result of the neuron structure when threshold is equal to
-0.2 V: (a) input propagation time step, (b) output propagation time step.
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(a)

(b)

Figure 5.20: Simulation result of the neuron structure when threshold is equal to 0.2 V:
(a) input propagation time step, (b) output propagation time step.
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Looking at the figures, it is possible to see that the results are perfectly consistent
with what was found using drivers for the interfaces. One thing that can be noticed
is that the molecules on the input branch change their charge distribution a lot during
the output propagation step. This is not a problem that affects the functionality of the
system, in fact assuming that one wants to submit a new input, those branches would
first be reset, thus returning to the initial condition.
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Chapter 6

Conclusion

The context in which this work fits includes several aspects. On the one hand, the de-
mand for the implementation of complex tasks employing neural networks is increasingly
growing, capable of solving problems other than those of classical computing. Hard-
ware solutions of neural networks offer great advantages compared to the most common
software solutions, allowing to complicate models and obtain better performance. The
challenges still open are numerous, one of all linked to the enormous energy consumption
required by these networks. On the other hand, there is the need to always find new
solutions to keep up with technological development, which in recent years has encoun-
tered many obstacles to overcome. One of the many proposals made in recent years is
the molecular FCN technology. The advantages offered by this technology are manifold,
including the reduced energy consumption due to the absence of currents. Furthermore,
thanks to the intrinsic characteristics of the molecules, this technology is promising also
in the “neuromorphic computation” field.

The problems addressed in this work are related to the optimization of some hard-
ware parameters of neural networks, including the size of a neural network and power
consumption. In addition to this, one of the main objectives was to deepen the study of
molecules to obtain specific high-level behaviours in circuits implemented in molecular
FCN. To address these issues, it was decided to study how to implement a neuron in
molecular FCN technology.

The ultimate goal of this work was to create a structure that behaved like an artificial
neuron implemented in molecular FCN. To achieve this goal, the standard approach used
to study circuits in this technology has been turned upside down. Thanks to a top-down
approach, it was possible to understand how molecules must behave electrostatically to
obtain specific high-level characteristics. This allows studying complex systems, such
as a neuron, from a functional point of view without necessarily having all the specific
characteristics of the molecule. In this way, once the properties of the molecule have
been established, it is possible to synthesize it ad hoc.

To define a complete neuron, starting from the simple threshold model, the various
parts have been analysed separately, from the realization of the synaptic weights up to the
analysis of the propagation of the logical output information. Analysing different types of
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molecules, it was understood that having molecules with too large an oxidation number
generates a strong direct influence between the input and output of a MV, affecting the
overall behaviour. In addition to this, it has been shown that it is not strictly necessary
to work with oxidized molecules and that even neutral molecules behave similarly, as
long as they have two distinct logical states. Again about the weighted inputs, the lower
limit that the slope of the transcharacteristic can assume to guarantee correct behaviour
was found. This also led to defining the maximum weight that can be obtained with the
structure analysed.

Since the calculation of the total input contribution is made by making the molecules
work in the linear region, it has been seen that without the presence of a saturator in some
cases it was impossible to propagate the information with bistable behaviour. Having
found the transcharacteristic that a saturator must have, allows to use it whenever signal
regeneration is required, for instance with very long wires or where there are corner or
“T” connections.

It has been shown that the threshold mechanism can be inserted in two ways: using
an external voltage on the first molecules after the MV, or using particular molecules
right inside it. In particular, in the latter case, it has been seen that to make a cell
with a stronger logical state than the other, molecules with a transcharacteristic shifted
toward the right or left to that of the bisferrocene can be used. It has also been seen
that the two molecules within this cell must have opposite shifted transcharacteristics
to achieve the desired effect.

Overall, it has come to show the correct behaviour of a neuron, composed of all its
parts. Compared to the solutions present in the literature made in this same technology,
not only have the various constituent parts of the neuron been studied separately, but
they have also been linked together to analyse the complete behaviour. Furthermore,
the proposed solution is very compact compared to others made in different technologies,
thanks to the use of molecules.

The issues that remain to be explored in this area are many. The first step to deal
with will be to connect several neurons and verify the behaviour of a network made
of molecular FCN as a whole. Subsequently, it is possible to complicate the neuron
model used at this point by also adding a memory mechanism for the realization of
SNN. Another important aspect that must be studied concerns learning, therefore the
possibility of adjusting the specific parameters of the neuron to allow training and self-
learning of the network must be added. For what concerns the structure, a way to create
neurons with more than three inputs will have to be studied, including the insertion of
multiport devices. In addition to the studies concerning the functionality, in the future,
the system should also be studied from the energy consumption point of view, to be able
to compare a network implemented in molecular FCN with networks made of silicon, to
be able to propose a valid alternative to the solutions presented up to to date.
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Molecules analysis with orca

A commonly used approach for the study of systems in molecular FCN technology is
MoSQuiTo, as described in Section 1.2. Starting from ab initio simulations of particular
molecules, new figures of merit that describe the system at a higher level are obtained,
and finally, the system is studied as a whole at a high level, based on what has been found
previously. In this work, the approach used was the opposite: starting from system-level
simulations, were obtained characteristics and properties that the underlying molecules
should have. This allows directing the research in this field in a more precise way,
knowing what are the constraints that must be respected to let the system work properly.

Despite this, it was decided to study, in parallel, some molecules that seemed of
particular interest for the realization of neuromorphic computation in molecular FCN.
For the ab initio simulations made, ORCA was used, which is a package of programs
that implement all modern electronic structure methods [67], [68].

A.1 Toward the characterization of a dendron

One of the interesting ideas touched on in Chapter 3 concerns branched molecules. In
that context, what one would like to achieve is a branched molecule that, under certain
working conditions, can collect electrons at the base of the trunk. A class of chemical
compounds that have a structure similar to this, branched and highly symmetrical, is
the so-called dendrimer class [65], [66].

In particular, in [69] a dendrimer is presented in which the terminations are ferrocenes
or cobaltocenes. Since ferrocenes are groups also present in bisferrocene, which performs
particularly well for the molecular FCN, and cobaltocene has the same structure but a
cobalt atom in the center, it was decided to study the structure presented in [69] to see
if it behaves like the desired one. It was decided to start with the study of only two
terminations connected, a ferrocene and a cobaltocene, as shown in Figure A.1(a) and
Figure A.1(b).

First, the molecule has been drawn with Avogadro. A first geometry optimization
through molecular mechanics has been performed by mean of the Auto Optimize Tool
provided by Avogadro itself. In particular, it has been used the default force field, which
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Figure A.1: Ferrocene-Cobaltocene molecule: (a) plotted with Avogadro, (b) schematic
representation.

is Universal Force Field (UFF), and the Steepest Descendent algorithm. Once the energy
variation reached zero, the atoms’ coordinates have been extracted and used to define the
molecule in the input file for ORCA. Then the molecule geometry has been optimized
with ORCA, using CAM-B3LYP hybrid functionals, def2-TZVPP basis sets (doubly
polarized triple-zeta basis set) and D3 correction. After having reached the convergence,
the molecule dipole moment has been characterized in presence of two point-charges,
placed on the axis which connect the iron and cobalt atoms: at 4 Å distance from the
Fe atom and at 5 Å from the Co atom. These two point-charges were used to emulate
the presence of a fixed electric field.

Once the simulations with ORCA were finished, the data obtained were processed
in MATLAB. The aggregate charge of ferrocene, cobaltocene, and chain was calculated.
The three curves obtained are shown in Figure A.2(a). The input voltage range is quite
high mainly because of the proximity of the point-charges from the molecule under test.

As can be seen from Figure A.2(a), the characteristic is not symmetrical concerning
the applied voltage. The charge on the central chain remains more or less constant,
it increases slightly with increasing voltage. The charge on ferrocene and cobaltocene
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A.1. Toward the characterization of a dendron

(a) (b)

Figure A.2: VAC transcharacteristic of the Ferrocene-Cobaltocene molecule: (a) whole
transcharacteristic, (b) enlargement of the central region.

varies slightly for voltages between about -4 V and +2 V, as seen from the zoom in
Figure A.2(b). For voltages outside that range, the charge undergoes a strong variation,
with an opposite sign on the ferrocene with respect to the cobaltocene, and for high
voltages, it stabilizes on ± 1, i.e. an electron has moved from the ferrocene to the
cobaltocene or vice versa. Overall, the charge is always constant equal to zero, consistent
with the fact that the studied molecule is neutral.

Another characterization that has been made, involves positioning the point-charges
as shown in Figure A.3(a); the point-charges and the iron and cobalt atoms are positioned
on the four vertices of a square with a 1.1 nm side.

(a) (b)

Figure A.3: Ferrocene-Cobaltocene molecule: (a) scheme that shows where point-
charges have been positioned, (b) VAC transcharacteristic obtained in that case.
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In this case, even if the absolute value of the point-charges used were the same as
before, the voltage range is smaller, because of the bigger distance between the point-
charges and the molecule under test. As can be in Figure A.3(b), charge variation is
very small in this case. The aggregated charge on the ferrocene and the chain is always
positive, but presents an opposite trend with the voltage increase: the charge on the
ferrocene slightly increases, while that on the chain decreases by a greater amount. The
aggregated charge on the cobaltocene is instead always negative and tends to reduce, in
absolute value, increasing the voltage across the molecule.

Two other simulations have been made. In particular, it has been changed the number
of carbon atoms present in the chain, one atom was added in one case, and one atom was
removed in the other case. The geometry of the two molecules obtained has not been
optimized, simply the metallocenes have been brought closer or further away. This was
done to see how the distance between metallocenes affects the overall behaviour of the
molecule. In both cases, the point-charges were placed on the same axis that connects
ferrocene and cobaltocene, as in the first simulation presented, at a distance of 8 Åfrom
the respective metallocene in both cases. The obtained transcharacteristics are shown
in Figure A.4(a) in the case in which a carbon atom has been added to the chain, and
in Figure A.4(b) in the case in which instead a carbon atom has been removed from the
chain.

(a) (b)

Figure A.4: VAC transcharacteristic for: (a) Ferrocene-Cobaltocene molecule with five
carbon atoms in the chain, (b) Ferrocene-Cobaltocene molecule with three carbon atoms
in the chain.

In the case in which the molecule has a longer chain, the the behaviour of the
charge is quite similar to the standard case, only the point of intersection with the
axis of the voltages by the charge on the metallocenes changes, which in this case occurs
for a negative voltage. If, on the other hand, the chain is shorter, the charge on the
ferrocene remains more or less constant, and the charge moves between the cobalt and
the chain. However, it is not possible to draw precise conclusions since the geometries
of the molecules have not been optimized.

80



A.2. Modified bisferrocene

A.2 Modified bisferrocene

To better understand what it means to have different metal atoms in a molecule [70], it
was decided to work with the structure of a molecule that has been extensively studied,
namely the bisferrocene. In particular, it has been tried to replace one or both iron atoms
with cobalt atoms, leaving the structure unchanged, to understand how the behaviour
changes in terms of aggregate charge.

First, the structure with both iron atoms was simulated and is shown in Figure A.5.
The simulation has been done using B3LYP hybrid functionals, LANL2DZ basis sets and
SlowConv option which is recommended in the case of transition metals complexes. To
get the transcharacteristics some point-charges have been placed to emulate the presence
of electric fields. In particular, six point-charges were arranged. Two to simulate the
presence of the clock, which were placed above and below the molecule, at a distance
of 5 nm from the center of the molecule. The other four point-charges were used to
simulate the presence of another bisferrocene molecule one nanometer away from the
molecule under test as if to create a QCA cell.

Figure A.5: Bis-ferrocene molecule.

The simulation results obtained with ORCA have been elaborated in MATLAB, to
calculate the AC and to plot the VACT, for two different clock values, one that simulates
the reset condition and the other which favours the presence of the charge in the logic
dots. The VACT transcharacteristic has been calculated also in case no clock signal is
present. The VACT when the clock signal is equal to +2 V is shown in Figure A.6(a),
if the clock signal is equal to 0 V the transcharacteristic is that shown in Figure A.6(b),
and if the clock signal is equal to -2 V the aggregated charge behaves like shown in
Figure A.6(c).
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(a) (b) (c)

Figure A.6: VAC Transchatacteristics obtained from the ORCA data for the bisfer-
rocene molecule when: (a) clock signal is equal to +2 V, (b) clock signal is equal to 0 V,
(c) clock signal is equal to -2 V.

The total charge is equal to one since the molecule is oxidized. Without the presence
of the clock signal, it can be seen that charge mainly moves between the two ferrocenes.
If the clock signal is positive, the separation between the aggregated charge on the two
logic dots increases, which justify the use of the clock field to improve the bistability of
the molecule. Around more or less -0.5 V and +0.6 V, charge saturates and stay constant
even increasing the input voltage. When the clock signal is negative on the other side,
there is no charge on the logic dots, which is concentrated on Dot 3 and Dot 4.

After that, one of the two iron atoms was changed to a cobalt atom. The resulting
structure is shown in Figure A.7. The point-charges were positioned in the same location
as in the previous simulation.

Figure A.7: Modified bis-ferrocene molecule with one cobalt atom instead of an iron
atom.
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Even in this case, the simulation results obtained with ORCA have been elaborated in
MATLAB. The VACT when the clock signal is equal to +2 V is shown in Figure A.8(a),
if the clock signal is equal to 0 V the transcharacteristic is that shown in Figure A.8(b),
and if the clock signal is equal to -2 V the aggregated charge behaves like shown in
Figure A.8(c).

The case in which the clock signal is negative the VACT is the same, confirming that
this voltage is sufficient to reset the molecule. In the other two cases, the main aspect
that can be noticed is that the transcharacteristics are no more symmetrical concerning
the input voltage, in fact, with no input voltage there is a charge separation between
the ferrocene and the cobaltocene. This means that an asymmetry in the structure
corresponds to an asymmetry in the behaviour of the charge. To have the same charge
on the two logic dots is necessary an input voltage equal to around 0.3 V if the clock
signal is positive, and around 0.8 V if no clock signal is applied. The maximum charge
reached by the logic dots doesn’t increase with the presence of the clock signal which, in
this case just linearizes the characteristics on the logic dots and moves the intersection
point between them. Moreover, the positive clock signal leads to a constant negative
charge on the Dot 3, whereas influences less the charge on the Dot 4. Finally, it can
be seen that with this voltage range, the charge doesn’t saturate as it happens in the
bisferrocene. Nevertheless, for negative input voltage around -1.5 V it seems that curves
begin to bend as if they were about to saturate, whereas for positive voltage this is far
to be obtained since charge reaches 0.7 atomic units on the cobaltocene and less than
0.2 atomic units on the ferrocene.

(a) (b) (c)

Figure A.8: VAC Transchatacteristics obtained from the ORCA data for the bisfer-
rocene molecule with one cobalt atom instead of an iron atom, when: (a) clock signal is
equal to +2 V, (b) clock signal is equal to 0 V, (c) clock signal is equal to -2 V.

Finally, the same structure has been characterized in the case in which both iron
atoms are replaced by cobalt atoms, shown in Figure A.9. Even in this case, the point-
charges were fixed in the same positions as in the other analysed cases.

The VACT obtained from the MATLAB elaboration when the clock signal is equal to
+2 V is shown in Figure A.10(a), if the clock signal is equal to 0 V the transcharacteristic
is that shown in Figure A.10(b), and if the clock signal is equal to -2 V the aggregated
charge behaves like shown in Figure A.10(c).
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Figure A.9: Modified bis-ferrocene molecule with both the iron atoms substituted with
cobalt atoms.

In this case, it is possible to notice that the transcharacteristic are again symmetrical
concerning the input voltage. The main thing that emerges from this simulation is the
poor influence of the clock signal on the charge. When it is positive the charge on the
logic dots is almost the same as the case in which no clock field is applied, whereas
charge on Dot 3 and Dot 4 slightly increase. On the other hand, if the applied clock
signal is negative, the charge on the logic dots maintain the same behaviour but shifted
downward. Charge on Dot 3 remains almost constant, whereas on Dot 4 charges is
constant but at a higher value than of the other cases.

(a) (b) (c)

Figure A.10: VAC Transchatacteristics obtained from the ORCA data for the bisfer-
rocene molecule with both the iron atoms substituted by cobalt atoms, when: (a) clock
signal is equal to +2 V, (b) clock signal is equal to 0 V, (c) clock signal is equal to -2 V.
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