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Abstract

Since the birth of first nuclear power plants in mid-1950, the nuclear sector has seen substantial
developments from a number of viewpoints. Especially the concept of safety, along with the
sustainability and economic, has become crucial in their design, which in turn has requested
more and more efforts for its completion. Gen-II reactors are concepts developed and built until
the end of 1990 and they were supposed to operate for about 40 years, but at present, their
technology is outdated in all respects. In addition, the climate changes have pointed out the
vital role of the nuclear, but at the same time, new challenges that the nuclear industry had to
face requested radical changes in the reactors plants design. The Molten Salt Reactor (MSR)
is one of the six revolutionary concepts proposed by the Generation IV International Forum.

Its improvements with respects to previous systems, especially from the safety point of
view, makes it extremely attractive, but being an immature technology it needs intense re-
search. Meanwhile, Uncertainty Quantification (UQ) gained increasing importance in last
decades thanks to a change in the design procedure from a conservative approach to the so-called
Best Estimate Plus Uncertainty (BEPU) methodology.

Monte Carlo (MC) methods have been widely used for this purpose thanks to their flexibility
of application. On the other hand, the general high number of model evaluations to retrieve
statistical information makes their computational cost prohibitive while applied to complex,
multi-physics problems, included the MSR. Thus, novel techniques, such as Polynomial Chaos
Expansion (PCE), have attracted interest. PCE belongs to non-intrusive spectral projections
methods and it is able to derive statistical information of a response with a restricted number
of model evaluations and without needing a modification of the model underlying equations.
In this thesis, Smolyak sparse grids and Gauss quadrature rules are adopted to build the PCE
approximation.

PCE are applied to the MSR, considering at the beginning a simplified version, the CNRS
benchmark, which contains all relevant physical features, and then the actual preliminary design,
the Molten Salt Fast Reactor (MSFR). Global parameters, such as the maximum temperature
and the effective multiplication factor, are chosen as responses. In the CNRS benchmark, after
a reduction of the parameter space with single-physics evaluations, the coupled problem is tack-
led and results are compared with a 103 samples MC reference, showing excellent agreement.
Afterwards, the same analysis is performed on the MSFR preliminary design, taking advantage
of results obtained in the previous analyses. Using the same criteria for the parameter ranking
and selection, the analysis is extended to the whole temperature field, but, at the same time,
it focuses on the maximum, minimum and average temperature. PCE method showed its effec-
tiveness even in such a complex application with high dimensionality, being able to determine
the main statistical information with a limited number of simulations.
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Introduction

The nuclear industry is experiencing profound changes, with the design of a new generation
of reactors: they will prove to be potentially game-changing in the fight for climate changes,
providing carbon-free electricity, minimizing the safety-related risks, along with the production
and management of radioactive wastes. In particular, the Molten Salt Reactor (MSR) presents
unique features and advantages, first of all the presence of liquid fuel, but, despite other kind
of new generation reactors, it requires strongest efforts because of its revolutionary design.
The assessment of such aspects needs more powerful means, especially computational ones,
to optimize the configuration. Further complications come from imprecise salt thermal and
neutronics properties since its composition is not known a priory.

At the same time, computational tools have been developed to assist the feasibility, design
and optimization processes. Codes and simulations have gained a crucial role in these studies.
Verification, validation, uncertainty and sensitivity analysis are essential tools to make sure
the results of simulations are comparable with real experiments. Among them, Uncertainty
Quantification (UQ) and Sensitivity Analysis (SA) are the main topic of the thesis, as they are
highly relevant in the analysis and design of complex systems, since uncertain input parameters
interact and influence outputs generally in a non-linear and unpredictable way. Monte Carlo
methods have been widely used thanks to their reliability and possibility of application in many
situations. Unfortunately, they are computationally expensive, as they require a high number of
model evaluations to retrieve accurate enough information on the responses. To overcome this
issue, novel UQ techniques are able to considerably reduce the computational burden, especially
for complex, multi-physics problems. Among them, Polynomial Chaos Expansion (PCE) seems
to have convincing properties, being able to fetch accurate statistics with a limited number of
model evaluations and having the possibility to be applied on top of existing models without
any modification of underlying equations.

The objective of this thesis is to apply PCE to complex and relevant systems which need careful
and deep analysis, such as the MSR. This reactor design not only presents a deep correlation
between neutronics and thermal fluid-dynamics, but it also introduces high inputs dimension-
ality, which is one of the weaknesses of the PCE technique. In addition, this work underlines
the improvement this method offers with respect to conventional methods, and especially MC.

The PCE meta-model is applied to a simplified system, the CNRS benchmark, as a test
case. Deep coupling between thermal fluid-dynamic and neutronics, precursors movement and
fast spectrum are the main features shared with the actual system. Here, physical phenomena
involved are studied with in-house developed codes, while inputs are defined, together with a
strategy for parameter space reduction. Afterwards, exploiting the experience and the results
obtained with the test case, attention is focused on a specific variant of the MSR, the Molten Salt
Fast Reactor (MSFR), developed inside the Horizon2020 European project. Differently from
the CNRS benchmark, MSFR introduces turbulence models, complex geometry and different
variety of materials, making the computational problem even more challenging.
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Chapter 1 is devoted to the description of the MSR, with particular attention on the fast
spectrum one (MSFR). Chapters 2 is focused on the theoretical foundations of the Uncertainty
Quantification and Sensitivity Analysis methodologies. Within it, PCE method is described in
details, highlighting key passages, as well as Sensitivity indices, fundamental for the parameter
ranking. Computational tools, namely the neutronics and thermal fluid-dynamic codes, along
with the PCE code implementation and ad hoc designed scripts that allow codes interaction,
are discussed in Chapter 3. Chapter 4 shows the results related to the CNRS benchmark,
quantifying the discrepancies between the PCE approximation and the MC reference. Chapter
5 presents the results of PCE application to the MSFR, showing similarities and differences
with respect to the previous case. Finally, in Chapter 6 some conclusions are drawn.
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Chapter 1

Generation IV Reactors: the Molten
Salt Reactor

The nuclear industry has been making great strides from several points of view. In particular,
safety and sustainability have played a more and more crucial role in the design procedure. Cur-
rently generation II and III (Gen-II and Gen-III) reactors operate worldwide, almost exclusively
for electric energy production, representing the 10.4% of the whole amount [1]. Gen-II reactors
especially are concepts developed and built until the end of 1990 and they were supposed to
operate for about 40 years [16], but at present their technology is outdated in all respects. In
addition, the climate changes have pointed out the vital role of the nuclear, but at the same
time the new challenges for nuclear industry requested radical changes in the design. In this
context, the Generation IV International Forum (GIF) was founded in 2000 by the USA DoE
(Department of Energy): it proposed a roadmap that will culminate with the construction of
the the so-called generation IV reactors. This reactors concepts present unique features able to
fulfill precise goals. The Gen-IV goals are (reported from [14]):

• Sustainability. Generation IV nuclear energy systems will provide sustainable energy
generation that meets clean air objectives and provides long-term availability of systems
and effective fuel utilization for worldwide energy production. They will minimize and
manage their nuclear waste and notably reduce the long-term stewardship burden, thereby
improving protection for the public health and the environment.

• Economics. Generation IV nuclear energy systems will have a clear life-cycle cost advan-
tage over other energy sources. They will have a level of financial risk comparable to other
energy projects.

• Safety and Reliability. Generation IV nuclear energy systems operations will excel in
safety and reliability. They will have a very low likelihood and degree of reactor core
damage and will eliminate the need for off-site emergency response.

• Proliferation resistance and physical protection. Generation IV nuclear energy systems will
increase the assurance that they are very unattractive and the least desirable route for
diversion or theft of weapons-usable materials, and provide increased physical protection
against acts of terrorism.

Based on these requirements, a large number of new concepts have been considered. The
GIF has selected six of these designs, focusing only on the most promising ones, whose schematic
plant is reported in Figure 1.1.
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Figure 1.1: Schematic plants of the six reactor concepts selected by GIF. Top left: Gas-cooled
Fast Reactor. Top right: Lead-cooled Fast Reactor. Center left: Molten Salt Reactor. Center
right: Supercritical Water-cooled Reactor. Bottom left: Sodium-cooled Fast Reactor. Bottom
right: Very High Temperature Reactor.
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1.1 The Molten Salt Reactor

The Molten Salt Fast Reactor (MSFR) is one of the six new concept reactors proposed by
the Generation IV International Forum. The molten salt coolant and/or liquid nuclear fuel
represents the main design feature and guarantees many intrinsic advantages, especially from
the safety point of view [2]. More in detail, its advantages are listed below.

• High operating temperature. Differently from Light Water Reactors, the liquid fuel allows
high operating temperature without salt evaporation. Thus, the thermodynamic efficiency
increases and a Brayton cycle can be activated. In some configurations, it can be exploited
for the hydrogen production, which, however, requires even higher temperatures [22].

• Low pressure. Despite high nominal temperature (above 1000 K in many designs), the
primary system pressure is nearly atmospheric. It implies that from the safety point of
view, if the system is subjected to a loss of coolant accident due to a break in the vessel,
the phenomenon violence is more moderated and it do not involve a liquid-to-vapor phase
change (with flashing), as in Pressurized Water Reactors. In addition, the vessel thickness
can be reduced, saving materials and reducing manufacturing costs.

• High energy density. Thanks to the absence of the vast majority of in-vessel components,
the energy density is very high and it allows the construction of small and compact
reactors, even in case of high thermal power (i.e. order of GWth). For some designs, it
can exceed 300 W cm−3 [24].

• Enhanced salt thermodynamic properties. In particular the heat capacity is higher than liq-
uid metals. Consequently, heat exchangers, pumps and other components can be reduced
in dimensions, making them more compact and thus more economic, further reducing the
primary circuit size and cost. In addition, this property guarantees an intrinsic protection
against unexpected power production, since the fuel salt can accumulate energy with a
contained increase in temperature.

• Strongly negative feedback coefficients. Feedback coefficients quantify the reactivity vari-
ation with respect to some key quantities (e.g. the coolant/moderator temperature, the
fuel temperature) . In order to dampen unexpected insertion of positive reactivity they
need to be negative and the more negative they are the less the reactor is sensitive to
reactivity and/or temperature transients.

• Irrelevance of core melting accidents. Transients leading to core melting are of primary
importance in the accident analysis especially for water cooled reactors, since they can
lead to considerable releases of radioactive substances. As the primary feature of the
MSR is the presence of liquid fuel, the core meltdown is not only possible, but necessary
to operate the plant. This implies that the safety assessment on MSFR has to identify
new relevant accidental sequences and initiating events.

• Retention of radioactive products in the salt. Analogous to the fuel pellet, the fuel salt has
the double role of producing necessary heat and avoid the dispersion of fission products.
The fuel salt composition has to be such that fission products are soluble, thus being
effectively segregated in the salt [35].

• Strong reduction of radioactive wastes. In fast neutron spectrum configurations, minor
actinides are subjected to fertilization or fission. Other fission products responsible of
long term radioactivity can be separated online. The remaining radioactive species can
decay within a very short time (300 years against ∼ 105 years) [21].
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On the other hand, this reactor requires strong efforts in R&D, both from the experimental
and numerical point of view. The following aspects are especially important.

• Early stage of development. With respect to other Gen IV reactors, MSRs need much
more R&D because of their radical diversities with exiting and other gen IV reactors.
Europe, China, Japan, USA and others are developing their own reactor design aiming to
build experimental facilities at least by 2025 [5].

• Complicated chemical processes. MSRs require sophisticated chemical plants able to pro-
duce the fuel and extract the fission products. In addition, the fuel salt composition itself
is not known and the experience about this kind of composites is very scarce.

• Material issues. High temperature and high neutron flux resistant structural materials
available at the moment are not sufficiently performing and thus research needs to focus
on improving existing or new alloys [25].

1.1.1 History

The MSR concept was born well before the creation of GIF. This technology has seen its first
practical application (as thermal reactor) with the Aircraft Reactor Experiment (ARE) in 1950s,
in which the high energy density of MSR was intended to be used to power a bombarder making
it capable of withstanding a much higher number of flight hours, compared to conventional-
fueled ones.

In the 1960s, the Oakridge National Laboratory designed and built the first reactor for
civil-based application, commonly known as the Molten Salt Reactor Experiment (MSRE). Its
configuration is known as single fluid graphite moderated (it was still a thermal reactor). It
was a breeder reactor, potentially able to convert 233-Th to 233-U. It became critical in 1965
and it provided crucial results in this field, from the fuel salt chemistry, the neutronic behavior,
materials compatibility and so on. Despite the project showed encouraging results, it was closed
due to lack of funds in the early 1970s [15,21].

1.1.2 The Molten Salt Fast Reactor

Recently, the molten salt reactor concept has emerged again. At the moment, several countries
have been developing different MSR concepts, both independently or as international projects.
In particular, Canada is trying to combine the MSR with the Small Modular Reactor (SMR)
concept, accelerating the design, licensing and construction processing; China is allocating
conspicuous resources and founds to build pilot and demonstrator reactors between 2020 and
2035. The concept chosen in this work is the one proposed by the Centre National de la
Recherche Scientifique (CNRS) developed in the EVOL (Evaluation and Viability Of Liquid fuel
fast reactor system) project and subsequent SAMOFAR (SAfety of MOlten salt FAst Reacors)
and SAMOSAFER, supported by the European Union in the Horizon 2020 framework. This
reactor concept is known as the Molten Salt Fast Reactor (MSFR) and its preliminary design
is currently under examination to ensure it fulfills criteria established by GIF.

Core description The core consists of a cylindrical-like cavity surrounded by a toroidal
blanket in which the fertile material (with a composition ThF4-LiF 78-22 mol%) is contained.
Pumps and heat exchangers, organized in 16 sectors, are located behind it, thus being shielded by
the blanket itself and other protecting materials. Figure 1.2 shows the MSFR preliminary design,
developed in the context of EVOL European project. The vessel and blanket geometry, as well as
the one of upper and lower reflectors, are designed to minimize pressure losses, following the fluid
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streamlines. The reactor is foreseen to produce 3 GWth in nominal conditions (approximately
1.3 GWe), ensuring a maximum fuel temperature around 760 ◦C and a temperature increase
inside the core of 100 ◦C [23]. The average temperature is expected to be around 700 ◦C. The
system pressure is nearly atmospheric in the vast majority of the core, except near the pumps.
However, even there its magnitude is of the order of few bars.

The main component of the reactor core is the fuel salt. It consists of 18 m3 liquid salt
containing fissile isotopes which also acts as a coolant. At this stage of development, two possible
fuel compositions are available, according to [3]. The former is LiF-ThF4-233U (77.5-20-2.5
mol%), using fresh nuclear fuel, while the latter is LiF-ThF4-UF4-(Pu/MA)F3 (77.5-6.6-12.3-3.6
mol%), operating the reactor to consume minor/major actinides. These compositions are chosen
as best compromise to optimize the neutronic balance, enhance thermodynamic properties, while
containing corrosion and other composition-related issues. In addition, the salt composition
has to ensure a fast neutron spectrum, required for the fission of minor actinides, since they
need high energy neutrons, and a sufficiently high breeding ratio (1.1 for this configuration).
Moreover, this composition allows strongly negative feedback coefficients (around −5 pcm/K
[12], for 18 m3 of fuel salt), fundamental feature to guarantee safe transient operations. Finally,
the precursors movement, due to the fuel salt circulation, has repercussions on the neutronics
behavior, especially in transient scenarios.

Thermodynamic properties are generally estimated through several methods (as done in
[7]). Despite the thermal conductivity is lower with respect to other liquid metals under the
same conditions, it is an intrinsic protection against high temperatures. On the other hand,
the thermal heat capacity (i.e. product between density and specific heat capacity) is above
1 MJ/m3K, ensuring slower temperature transients.

In addition to the precursors’ movement, the fuel salt is subjected to inner power genera-
tion, density feedback and Doppler effects, as well as turbulence and other phenomena. Thus,
specific computational tools are needed for the analysis of both steady-state and transients sim-
ulations on this kind of reactor. Considering, these properties and all the phenomena previously
mentioned, [6,19] performed steady-state and transient analysis on the MSFR with 2D and 3D
geometries, with existing tools (e.g. OpenFOAM).

Figure 1.2: Molten Salt Fast Reactor (MSFR) preliminary design [2]. Main components along
with the fuel salt circuit (innermost green part with arrows) are showed. The secondary loop is
not represented.
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Main Fuel Salt Loop Components Excluding the core, the fuel salt circuit includes several
other components to operate continuously. The main ones are listed below.

• Reflectors. They are located at the top and bottom of the vessel nad they are vital to
reduce the neutron leakage. Because of the power distribution and the fuel motion, the
upper plate is subjected to the highest temperatures, which set stricter constraints for
materials. Their shape has been established in order to minimize negative effects on the
flow. The choice of material is not definitive, but nickel alloys seem to be good candidates
thanks to their resistance to high temperatures (above 700 ◦C) and corrosion.

• Blanket. Thorium, chemically bounded with fluorine, is mainly contained in the blanket,
which is placed as near as possible to the region with highest flux, to maximize transmu-
tations and increase the breading ratio, i.e. ratio between the quantity of fuel produced
by fertilization and the quantity burned. The blanket has to be cooled, because of en-
ergy release by fissions of 233U or by captures in Th. The composition was chosen to
minimize this effect since it is detrimental both for materials and for the reactor breeding
capabilities.

• Heat exchangers. One per sector, it has to be able to extract one sixteenth of the total
power (187 MWth). They need to be compact and minimize pressure drops. Until now,
despite some requested features are known, the component choice is not unique and may
present a further complication for the design process.

• Pumps. Analogously to the heat exchanger, there is one per sector and it has the function
of increasing the fluid velocity allowing the fluid motion. It is placed before the heat
exchanger because increasing salt speed improves the energy transfer between the primary
and secondary circuit, despite the pump has to face higher temperatures.

• Bubbling system. It has the function of purifying the fuel, contaminated by fission products
and particle-sized debris removed by the components and vessel walls. By the removal
of the fission products there is a double advantage. First, the inventory of radioactive
material is lowered, which has a positive effect in case of accident. Secondly, the initial
excess of reactivity can be reduced since especially 135Xe is periodically separated.

For more detailed information see [2, 3].

Plant Schematics and Safety Systems The primary system described is Chapters 1.1.2
has to be completed, allowing the conversion of the thermal power. Then, as done for any kind
of nuclear power plant, a number of safety systems must be included, even if this plant showed
very good responses in case of sharp increase of reactivity and power [3]. Figure 1.3 shows
secondary and tertiary loops, along with the Emergency Draining Tank (EDT), the main safety
system, and the protection barriers. Differently from other solid fuelled reactors, the excess
of initial reactivity is much lower because a continuous refuelling is possible. In Figure 1.3, in
fact, a storage area is connected with the primary system to introduce additional fissile material
when needed, to maintain criticality.

The EDT is located below the reactor vessel, thanks to the emergency draining shaft. In case
of abnormal transients in which the power production tends to increase without control, a valve
is opened (or a plug melts above a threshold temperature) and the salt can be drained in a sub-
critical volume, where it is cooled and stored for an adequate time. However, the geometry of
such a system is still under examination, as well as the number and location of Draining Shafts.
In fact, it is important to underline that sometimes system safety and reliability design are in
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competition. In this case, increasing the pipes number enhances safety because the probability
that a high fraction of pipes is not able to vehicle the salt decreases. On the other hand, at
the same time, the probability of a spurious opening of a valve during normal operations rises,
becoming a problem from the production point of view.

Figure 1.3: MSFR power plant scheme, including conversion components and safety systems [2].
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Chapter 2

Uncertainty Quantification and
Sensitivity Analysis

Uncertainty quantification (UQ) was developed to infer statistical information of the output(s)
assuming a variability on data, models and tools. It gained increasing importance in last decades
thanks to a change in the design procedure from a conservative approach to the so-called Best
Estimate Plus Uncertainty methodology [40], which focuses on the evaluation of the variability of
the results in the most precise and complete way. Recently, regulations were modified according
to this change of perspective, especially in the nuclear sector [11].

UQ of computer simulations is highly relevant in the analysis and design of complex systems,
since uncertain input parameters interact and influence outputs generally in a non-linear and
unpredictable way.

Several sources of uncertainties prevent computer simulations outputs to be known exactly.
These can be associated to:

• Model errors. They come from the simplification and the assumptions made to develop
the equations, which are eventually solved. In some cases, they may come from a poor
understanding of the physical phenomena involved, because they can be still matter of
research, whereas in others these errors are introduced with closures/state equations.

• Numerical errors. As mentioned in the previous point, (integro-differential) equations
are the basis of the mathematical models of interest and seldom an analytic solution is
available, which is even rarer for complex and engineering-relevant applications. Thus
they need to be discretized in their independent variable space (e.g. space, time, energy).
The real world, continuous by nature, is treated as discontinuous, since the solution can
be computed in a high but still finite number of points in the parameter space. The
algorithm for the solution has to ensure convergence (i.e. the numerical solution tends to
the exact one if the grid spacing tends to zero [13]). By difference, this error is associated
to the discrepancy between the exact solution and the one in presence of a computational
grid. The round-off error and the iteration error belongs to the same category along with
the discretization error. The first is related to the impossibility to represent numbers with
infinite digits, and the second appears only in case an iterative procedure is needed. If
only a finite number of iterations is possible (reaching a target tolerance), a residual error
is left. For each of these errors an uncertainty can be associated and the total uncertainty
due to numerical errors (UNUM ) can be computed, according to [30], simply as

UNUM = UDE + UIT + URO (2.1)
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where UDE , UIT and URO are the uncertainties on the discretization, the iterations and
on the round-off errors respectively.

• Data errors. Inside the model some variables are assumed to be known (e.g. material
properties, geometry, empirical/semi-empirical constants etc). Unfortunately, they may
be not evaluated exactly, since they can derive from experimental campaigns or they are
subjected to manufacturing processes or because they are not fixed, as in the case of a
new design phase.

The uncertainties can be also classified as

• Aleatory. These are uncertainties related to the intrinsic random variability of the quantity
or phenomenon [4]. They are represented by using a probability density function, along
with a mean value and a variance. Background noise, particles interactions, wind velocity
and similar belong to this category. Material properties and other quantities known by
experiments, can be treated as aleatory if enough data are available [4, 30].

• Epistemic. These are uncertainties related to lack or partial knowledge about the system,
physical phenomena and so on. Differently from aleatory uncertainties, these can be
reduced by producing a more complete set of experimental data or different model adoption
[30]. They cannot be represented via statistical information since available data are not
numerous enough. For this reason, they are usually defined within one or more intervals,
but no other clue can be deduced.

Despite numerical errors are generally classified as numerical uncertainties, someone inter-
prets them differently [26]. Numerical errors are, in fact, acknowledged errors, which give a
precise and quantified effect. It is not due to imperfections in data or model, but simply to fea-
sibility issues, related to the calculation time and power. They are responsible of an imprecise
evaluation of the response, but, since they can be determined exactly, they are more properly
defined as errors rather than uncertainties.

Verification and Validation (V&V) studies have the purpose to check the correctness of the
model. The former verifies the appropriate implementation and programming of the equations
with their solvers, highlighting possible bugs and mistakes, whereas the latter ensures that the
model possesses a satisfactory range of accuracy consistent with its the intended application [34].
Generally, in the validation study, the model results (with their uncertainties) are compared
with experimental data or with already validated correlations/models.

Verification quantifies numerical errors. The quantification of each term mentioned in the
list of numerical error can be challenging. The most relevant contribution is in general the
discretization one, which can be also controllable. There are two kind of methodologies to
evaluate it: higher-order estimators, such as the Richardson extrapolation, or residual-based
estimators [30], as well as alternative and more advanced methodologies [9, 36].

Propagation of uncertainty due to data errors can be assessed in multiple ways. First, there
is a main distinction of approaches between aleatory and epistemic. This thesis focuses only
on aleatory variables related to data. Historically, uncertainties quantification on aleatory vari-
ables was carried out using collocations methods, such as Monte Carlo (MC) methods or Latin
Hypercube Sampling (LHS), which consist of random generation of a sufficiently high number
of inputs (that can reach order of millions), with proper mean value, standard deviation and
with the correct distribution, followed by the evaluation of the responses for each combination
of inputs, through a proper model. The outputs are finally manipulated to build the proba-
bility density functions (pdf) and/or cumulative density functions (cdf). Nowadays, accurate
simulations are commonly computationally expensive, making, in fact, these methodologies un-
feasible in many situations [37]. Recently, novel methodologies have been applied to mitigate
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the computational burden such as stochastic collocation [33], response surface approximation
methods or spectral methods.

Spectral expansions have gained interest in this perspective. Different methods belong to
this category: Karhunen-Loève Expansion, known as Proper Orthogonal Decomposition (POD),
as well as Polynomial Chaos Expansion (PCE).

Proper Orthogonal Decomposition is also classified as Reduced Order Model (ROM) tech-
niques. It is basically an eigenvalue problem, which tries to reduce the problem complexity
by decreasing its dimensionality (i.e. the parameters space). However, this operation needs to
preserve the features of the full scale model, minimizing the error introduced by the parameters
reduction.

Polynomial Chaos Expansion is the method for Uncertainty Quantification chosen in this
work and it is introduced in detail in the following.

2.1 Polynomial Chaos Expansion

Advanced simulations have seen a progressively increasing computational time. Parametric
studies or, like in this case, UQ require to perform multiple simulations. These two factors
have given birth to alternative methods, which generally tend to minimize the number model
evaluations.

Polynomial Chaos Expansion is a technique based on the approximation of the response
with a polynomial up to an appropriate order. If performed properly, the expression obtained
in this way contains the response statistical information as function of the stochastic inputs.
Then, the pdf is evaluated by random sampling on the polynomial rather than on the model
itself, taking just few second for million samples. PCE was developed by Wiener [39], with the
application of Hermite polynomials only, and later generalized (generalized Polynomial Chaos,
gPC) to many distributions, using different kind of polynomial [41].

The polynomial is a sum of products between a basis and a coefficient. The basis functions
are defined depending on the statistical nature of inputs (i.e. their distribution) and the poly-
nomial order, whereas the coefficients need to be computed by performing some evaluations,
thus retrieving information on the model. Carefully taking the evaluation points, the expansion
coefficients can be computed very efficiently, requiring a number of model evaluations sometimes
order of magnitudes lower than MC methods. On the other hand, the main issue related to
this method is the ”curse of dimensionality”: in case of high number of inputs, the number of
coefficients drastically increases, requiring a higher number of model evaluations, making PCE
performances comparable to MC methods in some cases. In addition, it is impossible to know a
priori the correct polynomial order capable to reconstruct the response with sufficient fidelity.

Theory Define the probability space Γ = (Θ,Σ,P), where Θ is the sample space and such
that θ ∈ Θ, being θ the random event, Σ is the σ-algebra (collection Σ of subsets of Θ), and
P is the value of probability in the interval [0, 1]. Random inputs ξ(θ) belongs to Υ, which
is the support of their probability density function (pdf) p(ξ). The present work focuses only
on independent random variables. Thus, any joint pdf is pξ̄(ξ̄) =

∏N
i=1 piξi(ξi), where N is the

number of stochastic inputs and ξ = (ξ1, ξ2...ξN ). The response is defined such that

R(θ) : Θ→ R and 〈R1, R2〉 =

∫
Γ
R1(ξ̄)R2(ξ̄) pξ̄(ξ̄)dξ̄ , (2.2)

where L2(Θ,P) space is the second order random variable in which the inner product is defined
and it is finite. As mentioned, the response can be expressed in the form
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R(ξ̄) =
∞∑
i=0

ai Ψi(ξ̄) ≈
P∑
i=0

ai Ψi(ξ̄) , (2.3)

where ai is the i-th coefficient and Ψi is the i-th basis. For practical reasons the sum has to be
truncated up to P terms.

Full basis set definition. PCE involves the definition of multi-dimensional basis vectors.
The i-th basis is built by tensorization of one dimensional polynomials, according to

Ψi(ξ̄) =
N∏
j=1

ψj,γi,j (ξj) , (2.4)

where γ̄i = (γi,1, γi,2, ..., γi,N ) is the multi-index in which each component is the polynomial
order of the j-th random variable ξj . ψj,γj is the polynomial type referred to the random
variable ξj of order γi,j and it can belong to different families (e.g. Hermite, Legendre, Laguerre)
depending on the probability density function of the random variable.
Taking the i-th basis and omitting the i subscript for clarity, the multi-index set is defined as

λ(o) =

γ̄ :

N∑
j=1

γj = o

 (2.5)

and it expresses the set of indices such that their sum over the number of input variables is
equal to the generic order o. The set of polynomial basis is computed using the multi-index set

Γ(o) =

 ⋃
γ̄∈λ(o)

N∏
j=1

ψj,γj (ξj)

 . (2.6)

Defining the maximum polynomial order O, the total set of multi indices is the union of each
set for o in the range [0, 1...O]

L(O) =
⋃

o∈[0,1,...O]

λ(o) =

γ̄ :
N∑
j=1

γj ≤ O

 . (2.7)

Analogously the set of basis is defined

Γ(O) =
⋃

o∈[0,1,...O]

Γ(o) =

 ⋃
γ̄∈L(O)

N∏
j=1

ψj,γj (ξj)

 . (2.8)

The number of terms of the polynomial can be found through the formula

P + 1 =
(N +O)!

N !O!
, (2.9)

which is also equal to the number of coefficients to be calculated. Finally, the response can be
expressed as Eq. (2.3)

R(ξ̄) ≈
P∑
i=0

aiΨi(ξ̄) , (2.10)

with Ψi(ξ̄) ∈ Γ(O) ∀i.

17



Non-intrusive spectral projections. If the response approximation is obtained by a projec-
tion on a basis Ψ = (Ψ0,Ψ1, ...,ΨN ), the approach is called Non Intrusive Spectral Projections
(NISP). Then, if the basis is also orthogonal, it is valid

〈Ψi,Ψj〉 =

∫
Γ

Ψi(ξ̄)Ψj(ξ̄) pξ̄(ξ̄)dξ̄ = λ2
i δi,j (2.11)

where λ2
i is a (positive) constant and δi,j is the Kronecker delta.

Thanks to this property, the response mean value can be expressed as

µR =

∫
R(ξ̄)pξ̄(ξ̄)dξ̄ = a0 . (2.12)

Independently from the polynomial type, Ψ0(ξ̄) = 1 and thus the integral in Eq. (2.12) is the
projection of the response on the 0-th order polynomial, equal to a0 because of the orthogonality.
On the other hand, the variance is computed as

σ2
R =

∫ (
R(ξ̄)− µR

)2
pξ̄(ξ̄)dξ̄ =

∞∑
i=1

a2
iλ

2
i ≈

P∑
i=1

a2
iλ

2
i . (2.13)

It is important to notice that, differently from MC methods, the mean value and the variance
are not related to the number of evaluations needed to build the pdf, since they are calculated
directly from expansion coefficients.

The advantage of using orthogonal polynomials reflects on the coefficients calculation. In
fact, they can be computed by the ratio

ai =
〈R,Ψi〉
〈Ψi,Ψi〉

=
1

λ2
i

〈R,Ψi〉 , (2.14)

where

〈R,Ψi〉 =

∫
Γ
R(ξ̄)Ψi(ξ̄) pξ̄(ξ̄)dξ̄ =∫

Γ
R(ξ1, ξ2, ..., ξN )

N∏
j=1

ψj,γj (ξj)pξ1(ξ1)pξ2(ξ2)...pξN (ξN )dξ1dξ2...dξN . (2.15)

The problem is therefore shifted to the efficient calculation of the integral in Eq. (2.15). As
the name ”Non-Intrusive” suggests, this property allows applying this method without any
alteration of the original model. The polynomial chaos meta-model is directly superposed on
top of the already implemented code for the response evaluation.

The evaluation of the integral can be performed through stochastic or deterministic ap-
proaches. The former consists in the evaluation using MC methods or using some enhanced
implementations, such as the Latin Hypercube Sampling or Quasi Monte Carlo; the latter ap-
plies quadrature formulae, which consist in the decomposition of the integral in a sum of the
product between a function and a weight, which depend on the input variables. MC methods-
based models have a convergence ∝ 1/

√
N , where N is the number of model evaluations. To

perform the integral more efficiently, the second approach is generally chosen.
For a single variable we have

I(1)f =

∫ b

a
f(ξj)pξj (ξj)dξj ≈ Q

(1)
levf =

nlev∑
i=1

f
(
ξ

(i)
j,lev

)
w

(i)
lev . (2.16)
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Superscript (1) indicates that the quadrature rule is applied on a single variable. For N random
variables we have

I(N)f =

∫ b1

a1

∫ b2

a2

...

∫ bN

aN

f(ξ̄)pξ̄(ξ̄)dξ1dξ2...dξN ≈ Q(N)
¯lev
f =

nlev1∑
i=1

nlev2∑
i=1

...

nlevN∑
i=1

f
(
ξ

(i1)
1,lev1

, ξ
(i2)
1,lev2

, ..., ξ
(iN )
1,levN

)
w

(i1)
lev1

w
(i2)
lev2

...w
(iN )
levN

. (2.17)

There are two big families of quadrature formulae: Gauss and Nested quadrature. The advan-
tage of Gauss formulae is that they ensure exact integral solution for high polynomial order,
up to order 2nlev − 1, where nlev is the number of quadrature points relative to the quadrature
level lev. Values of weights and abscissas depend on the kind of polynomial used for the variable
representation. On the other hand, they are not efficient in the construction of nested grids.

Nested quadrature rules have faster convergence with respect to quadrature rules, along with
natural predisposition to nested configurations and adaptivity. As disadvantage, they involve a
number of nodes increasing proportionally to 2lev, where lev is the level of the quadrature (i.e.
they double at each level). For further information, see [20]. The number of model evaluations
can grow exponentially if high quadrature levels are requested for a proper integral evaluation.
In this work, the problem is tackled by combining the Gauss formulae with Smolyak sparse
grids.

Smolyak sparse grids Solving multi-dimensional integral with a full-grid quadrature rule
can involve a large number of points in the parameter space. A strong tool to overcome the
issue is the construction of sparse grids, briefly treated in this Chapter. Before introducing
them, it is important to define a special notation for sparse grids, which is

∆
(1)
levf = Q

(1)
levf −Q

(1)
lev−1f with Q

(1)
0 f = 0 . (2.18)

The superscript (1) indicates that the quadrature rule is applied on a single variable. ∆
(1)
levf is

a quadrature rule itself, having the same abscissas of Qlev and weights equal to the difference

between the grid of level lev and the one of lev − 1. From 2.18, it derives Q
(1)
levf =

∑lev
l=1 ∆

(1)
l f ,

which extended to N variables it is written as

Q
(N)
¯lev
f =

lev1∑
l1=1

lev2∑
l2=1

...

levN∑
lN=1

(
∆

(1)
l1
⊗∆

(1)
l2
⊗ ...⊗∆

(1)
lN

)
f . (2.19)

The level multi-index set l̄ can be defined in multiple ways: the one proposed in this work is
the Smolyak grid construction. Assuming the quadrature level is the same in each direction
(levj = lev), it is defined as

ISmolyak(lev) =

l̄ :

N∑
j=1

lj ≤ lev +N − 1

 . (2.20)

2.2 Sensitivity Analysis

Sensitivity analysis has the scope of pointing out how the statistical information of the responses
are decomposed and distributed, according to the uncertainty of inputs. The uncertainty quan-
tification and the sensitivity analysis are performed together, with the second applied after the
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first. Once the statistic features of the response(s) are determined by the uncertainty quantifi-
cation study, the sensitivity study tries to relate the statistical information to the inputs in a
quantitative way, estimating which of them are responsible to the strongest contributions.

Sensitivity analysis can be local or global. Local sensitivity analysis is attractive since it
is easy to implement and it needs low computational efforts, involving the computation of
derivatives. On the other hand, its implementation involves ad hoc alterations of the responses-
computing code (i.e. it is intrusive). In addition, since it is local, it gives information on the
studied point, being impossible to find any other global information. This is particularly evident
in case of functions of unknown linearity, which is the most frequent case, preventing the analyst
to infer any kind of information from local to global. Vice versa, with global sensitivity analysis
all inputs are varied at the same time over the whole interval.

Sensitivity analysis tools can be distinguished in derivatives and sigma-normalized deriva-
tives, regression coefficients, variance-based measures, scatter plots and other. In this work, the
analysis is performed using variance-based methods since they have intrinsic advantages [31]:

• they do not depend on the model for the response calculation;

• they are compatible with global sensitivity analysis, allowing a study over the whole
parameter space;

• they can treat groups of inputs, discovering inter-dependencies among them.

Being able to split the variance of the response in contribution of each input (and combina-
tions of them) is vital to identify which uncertain parameters are the most critical and which
other have negligible effects. Among the methods adopted to perform global sensitivity analysis,
Sobol’s sensitivity indices are the most widely used.

2.2.1 Sobol’s sensitivity indices

Assuming to have a set of independent and uniformly distributed input X in the interval
[0, 1] ∀Xi, they combine to give the response Y through the general function f , such that
Y = f(X). f(X) can be any kind of mathematical model (e.g. it can be the response recon-
struction obtained with PCE meta-model). According to [32], the response Y can be written
as

Y = f0 +
d∑
i=1

fi(Xi) +
d∑
i<j

fij(Xi, Xj) + ...+ f1,2,...d(X1, X2, ..., Xd) , (2.21)

being valid ∫ 1

0
fi1,i2,...,is(Xi1 , Xi2 ...Xis)dxiw = 0 , (2.22)

where 1 ≤ i1 < i2 < ... < is ≤ k, iw ∈ {i1, i2, ..., 1s} and k is the dimensionality. Consistently,
coefficients f in Eq. (2.21) are defined as

f0 = E(Y ), (2.23)

fi = EX∼i(Y |Xi)− f0, (2.24)

fij = EX∼ij (Y |Xi, Xj)− fi − fj − f0 (2.25)

and so on. We define
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Vi = V (fi(Xi)), (2.26)

Vij = V (fij(Xi, Xj)) (2.27)

and analogously for higher orders. Vi is the fraction of variance relative to the input Xi, averag-
ing other inputs contributions. Higher orders include contributions related to the combinations
of two or more inputs. Substituting the previous expressions, the variance of Y can be decom-
posed as

V (Y ) =
d∑
i=1

Vi +
d∑
i<j

Vij + ...+ V1,2,...,d . (2.28)

Normalizing the terms with respect to the total variance, sensitivity indices are defined as

Si =
Vi

V (Y )
, (2.29)

which is called first order sensitivity index. As mentioned previously, it measures the influence
on the variance of each input singularly. However, despite inputs are by definition statistically
independent, the response variance can have non negligible contributions related to the combi-
nation of variables effects. A common procedure is to define a total sensitivity index for each
input, rather than showing all higher order sensitivity indices. It contains all the contributions
to the variance related to the input Xi due to interactions of any order. Mathematically it is
defined as

Stot,i =
EX∼i(VXi(Y |X∼i))

V (Y )
= 1− VX∼i(EXi(Y |X∼i))

V (Y )
. (2.30)

Differently from the other sensitivity indices, summing all the total sensitivity indices the result
is ≥ 1, since higher order contributions are accounted more than once. In case

∑d
i=1 Stot,i = 1,

the model is purely additive, so it is valid

f(x+ y) = x + y (2.31)

and the response variance is not affected by combinations of inputs variance (i.e. only first
order terms give relevant contributions).
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Chapter 3

Computational Tools For
Uncertainty Quantification and
Model Evaluations

To perform the uncertainty quantification on the MSFR, a purposely developed, multi-physics
code and a global polynomial chaos code are considered. The former is able to model the
MSFR behavior in transient scenarios, while the latter is superposed on top of the previous to
build the PCE approximation. The multi-physics solver is separated into two codes, a thermal
fluid-dynamic and a neutronics one.

3.1 The thermal fluid-dynamic code: DGFlows

The DGFlows code is a solver for compressible Navier-Stokes equations in case of low Mach
number. It was developed, along with the neutronics code, at TU Delft in the frame of the
SAMOFAR project [38]. It solves simultaneously the set of mass, momentum and energy
conservation equations, which is

∂ρ

∂t
+∇ · (uρ) = 0 , (3.1)

∂ρu

∂t
+∇ · (uρu) = −∇p+∇τ + Su , (3.2)

∂ρh

∂t
+∇ · (uρh) = −∇ · q + Sh . (3.3)

where ρ is the density, u is the velocity vector, p is the pressure, τ is the shear stress tensor, q
is the heat flux, while Su and Sh are sources of momentum and energy respectively. For further
info on the formulation see [38]. Sh is particularly important since it contains the energy
source deriving from fissions, highlighting a first coupling with the neutronics. Turbulence is
modeled using Reynolds Averaged Navier-Stokes (RANS). The most common, two equations
models, k−ε or k−ω, are implemented, together with proper boundary conditions, as discussed
in [38]. The Discontinuous Galerkin (DG) finite element method is adopted for the spatial
discretization. It assumes discontinuous approximate solution and it works on a trial space of
functions that are only piecewise continuous [10], which allows local conservation, high-order
accuracy, and high geometric flexibility [38]. Backward differentiation formulae are used for
time discretization, allowing the simulation of transients or pseudo-transients to compute the
steady state solution [38].
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3.2 The neutron transport code: PHANTOM-SN

The PHANTOM-SN neutronics code solves the Boltzmann transport equation, with multiple energy
groups. It is based on the discrete ordinates method to express the flux angular dependency.
The model equation is

1

v

∂ϕg
∂t

+Ω ·∇ϕg+Σtϕg =
∑
g′

∫
4π

Σs,g′→g(Ω
′ ·Ω)ϕg′dΩ′+

(1− β)χpg
4π

∑
g

(νΣfΦ)g+
χdg
4π

∑
i

λiCi ,

(3.4)
where ϕ is the angular flux, Φ is the scalar flux, Ω is the angular direction, Σt is the macroscopic
total cross section, Σs is the macroscopic scattering cross section, Σf is the macroscopic fission
cross section, β is the total delayed neutron precursors fraction, χ is the fission spectrum, and Ci
is the i-th concentration of neutron precursors. For what concerns subscripts and superscripts,
g indicates the g-th energy group (g = 1, 2, ...G), d stands for delayed, p for prompt.

At the same time, it treats the equations for precursors, which contain transport term to
take into account their motion, which is a key feature in the MSFR:

∂Ci
∂t

+∇(uCi) + λiCi = ∇ · (De∇Ci) + βi
∑
g

(νΣfΦ)g i = 1, 2, ...Nfam . (3.5)

where βi is the i-th family delayed neutron fraction and De = D + νt/Sct (D is the molecular
diffusion coefficient, νt is the eddy viscosity and Sct = 0.85 is the turbulent Schmidt number).

The coupling between neutronics and thermal fluid-dynamic is obtained by iterating these
codes, which use the same mesh, following the scheme in Figure 3.1. DGFlows takes the power
distribution generated by fissions reactions as input, it computes the flow and temperature field
and gives back these information to PHANTOM-SN . With the new temperature field, PHANTOM-SN
introduces the density feedback, interpolating cross sections values from libraries, and the
Doppler effect. Then, it computes the updated neutron distribution taking into account the
salt motion trough the flow and eddy diffusivity fields. Criticality eigenvalue problem is solve
to compute the steady state solution. More details on the calculation of the solution and on
the interaction between codes is found in [38].

Figure 3.1: Representation of the coupling scheme between the thermal fluid-dynamic and the
neutronics code. DGFlows (thermal fluid-dynamics) and PHANTOM-SN (neutronics) exchange
data at each iteration.

3.3 The global polynomial chaos code: OpenGPC

OpenGPC is a code developed by Z. Perkò at TU Delft. It based on a set of MATLAB R© functions
in which formulae from Chapter 2.1 are implemented. It can build the PCE approximation of a
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high number of responses, which is not limited a priori. The code uses Smolyak sparse grids to
reduce the number of model evaluations to perform efficient non-intrusive spectral projection.
Inputs pdfs can belong to different families (e.g. normal, uniform), whose polynomial classes
(e.g. Hermite, Legendre) are associated according to [41]. The main code inputs are the set of
mean values, standard deviations (or half width of variation in case of uniform distributions), the
maximum polynomial order and the maximum quadrature level. OpenGPC automatically builds
the set of quadrature points, according to this information. The output consists of the set of
the expansion coefficients and basis functions for each response, as well as the list of quadrature
points with their respective list of computed responses. The calculation of expansion coefficients
follows its definition in Eq. (2.14). Very often responses are not immediately evaluated. In order
to speedup the process, the PCE code is able to check progressively whether the i-th simulation
ended with success, taking the set of outcomes. Moreover, OpenGPC is able to communicate
with external environments for the evaluation of responses in two ways. The former involves an
additional MATLAB R© function, in which user-defined commands can be inserted; the latter
involves Python scripts, able to submit calculations to an externally-implemented code, and
waiting for the outcomes to be available. The second option is taken into account and the
actions that these scripts perform are explained in the next Chapter 3.4.

In addition, sensitivity analysis, performed via sensitivity indices, is available with additional
built-in functions, together with a random sampler. Thanks to this, the PCE approximation is
exploited to rapidly evaluate the responses and build its probability density function inside the
MATLAB R© environment.

This code was successfully used to perform UQ and sensitivity analysis on complex systems
in case of high number of inputs [28].

For further information on the code and its applications see [27,28].

3.4 Scripts for the external coupling

Excluding the analysis on the results and the setup of simulations, the main task I had to perform
was to write some scripts for the communication between codes for the model evaluations and
the PCE code. Since we tried to couple these particular codes for the first time, the scripts
needed strong efforts to be designed. As mentioned in Chapter 2.1, using NISP technique
the approximation of the response’s statistical information can be retrieved by projecting the
response itself on a proper basis, not involving any modification of the original set of equations.
Nevertheless, the PCE model needs to take the responses to compute the integral thanks to
the cubature rules. OpenGPC allows the communication with external codes, e.g. PHANTOM-SN
and/or DGFlows in our case, but it needs some additional pieces. Their role is to take the set
of abscissas (generated by the PCE code) as inputs, giving the set of responses as output.

Thanks to the collaboration with TU Delft, calculations are performed on its High Perfor-
mance Cluster (HPC). Simplifying its structure, the HPC is composed by a number of nodes.
Organized hierarchically, the master node allows the access to any node (slave node). Each
slave node has access to its processors (generally up to 48), giving the possibility to run parallel
calculations, customizing the number of required processors. The master node is equipped with
the qsub command which sends the submission in queue, waiting for the requested resources to
be available. In addition, it disposes the qstat command, to check the status of already running
simulations.

Following the implementation of PCE code, the communication is made by designing three
Python scripts. They use some status to identify the simulation progression. The most rele-
vant are: Being posted, set when the i-th set of abscissas is sent to the external environment;
Submitted, set when the simulation is sent to the cluster queuing system; Fetched, set when the
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output files are read and their content stored properly; and finally Read, set when the results
are read by the PCE code. Qualitatively presented, they are:

• PrepareSubmission. It receives, via .json file, the MATLAB R© structure containing the
total set of abscissas, together with their names. It generates folders and re-organizes
the structure, activating an additional Python script (SubmitCalculation) to actually set
up the simulation. Studying the MSFR, each simulation requires lots of resources, which
can run out of memory the processors, stopping all processes. For this reason, the script
was equipped with an active control on the number of running simulations, pausing their
submission process if it recognizes there is an excess of submissions.

• SubmitCalculation. It is called by the PrepareSubmission script. It receives the i-th vector
of perturbed inputs along with their names. Thanks to this information, it recognizes
which parameters are perturbed, setting nominal values for the others. Then, it modifies
the inputs files with the proper values, sending the calculation to the cluster. The HPC
performs it, generating the outputs files when the process ends. It changes the status from
Being posted to Submitted.

• RequestStatusUpdate. Once the submission procedure is over, MATLAB R© periodically
checks if and which simulations ended. This script communicate with the cluster asking
if the submission, identified with a unique jobID, is still running. If not, it checks if the
output files were generated and, if present, it takes the results. Then, it updates the
MATLAB R© structure until each calculation is completed. It changes the status from
Submitted to Fetched.

The PCE code can be run directly from the master node and, thanks to the qsub and qstat
functions, it can retrieve information from the model, computing the expansion coefficient. Un-
fortunately, being calculations sometimes expensive it is preferably to start a PCE model on a
slave node to guarantee good performances of the submission processes for the whole commu-
nity that uses the HPC. However, slave nodes are not equipped with qsub and qstat functions.
To overcome the problem, it is necessary to return temporarily to the master node and sub-
mit/check the submissions. This complication requires two additional scripts (SubmissionAux
and StatusAux ). For a detailed description of the Python scripts and the submission/check
process, see Appendix A.
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Chapter 4

Steady-state Simulations of the
CNRS Benchmark

As mentioned in Chapter 1.1.2, several analyses have already been performed on the actual
geometry of the MSFR. However, novel, ad hoc codes were developed, as the ones presented
in Chapter 3, but the verification and validation is a delicate task in absence of experimental
data. A numerical benchmark was proposed at CNRS/LPSC/Grenoble, commonly known as
the CNRS benchmark. It contains the main features of the MSFR, such as the precursors
motion, strong coupling between thermal hydraulics and neutronics, as well as fast neutron
spectrum. The problem was purified by other key features of the MSFR (e.g. turbulence, 3D
geometry) which are relevant complications, but not fundamental to understand the overall
behavior.

The domain, reported in Figure 4.1, is a 2 m × 2 m cavity with adiabatic walls on which the
no-slip boundary condition is imposed. However, the upper wall (lid) can move with a velocity
ulid, analogously to the well-known CFD benchmark (i.e. the lid driven cavity [13]). The salt,
whose composition is LiF−BeF2−UF4, is at initial temperature of 900 K and it is cooled via an
artificial heat sink S = γ(T − Text), where γ is the volumetric heat transfer coefficient, uniform
on the domain, and Text is the heat sink temperature, constant at 900 K. Buoyancy is modeled
with the Boussinesq approximation. Thermodynamic properties are uniform in the domain and
temperature independent. The energy dependency is discretized with 6 groups and neutron
precursors are grouped in 8 families. The neutronics solution for the steady-state problem is
an eigenvalue calculation normalized the reactor power. A 50 × 50 uniform grid is chosen for
the spacial discretization, ensuring mesh independent results with second order discretization
for the velocity and first for other quantities (i.e. pressure and temperature). From [17,38] , S2

discretization, equivalent to the diffusion model, is appropriate for the angular variable.
For more detailed information and quantitative data about composition and other material-

related data see [17].
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Figure 4.1: Computational domain of the numerical benchmark proposed at
CNRS/LPSC/Grenoble, the CNRS benchmark. Image from [17].

4.1 Preliminary approach to the benchmark

The PCE method is applied, as a test case, on the CNRS benchmark to perform uncertainty
quantification on multi-physics problem with several stochastic inputs and outputs. Then,
results are analyzed to check their correctness and evaluate if this method is appropriate for a
study on the actual MSFR design.

Before facing the complete problem, simplified versions are studied. Constraints are gradu-
ally removed to finally face a more realistic problem. Conceptually following [17], four progres-
sively more complicated steps are examined:

• Temperature field with single stochastic input and output.

• Single-physics case: thermal fluid-dynamics only problem.

• Single-physics case: neutronics only problem.

• Multi-physics case: coupled neutronics and thermal-fluid-dynamics problem.

According to this procedure, inputs are distinguished in thermal fluid-dynamics and neu-
tronics. For clarity, they are summarized in Table 4.1.

Table 4.1: Complete set of input parameters for both thermal fluid-dynamics and neutronics for
the CNRS benchmark. Symbols are introduced with their respective meanings.

Thermal fluid-dynamics Neutronics

Symbol Meaning Symbol Meaning

ulid Lid velocity Σf,g g-th energy group fission macroscopic cross section (6 groups)

βexp Thermal expansion coefficient βi i-th family delayed neutron fraction (8 families)

ν Kinematic viscosity λi i-th family decay constant (8 families)

γ Volumetric heat transfer coefficient χp,g g-th energy group prompt neutron emission (6 groups)

P Reactor power νg g-th energy group fission neutron yield (6 groups)

Sij,0 0-th order scattering matrix (6 x 6 matrix)

Due to the high problem dimensionality, performing a PCE on the whole set of inputs
without any basis or grid adaptivity is computational expensive. However, some inputs are
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supposed to have reduced effects on the response(s). Single-physics cases are studied to perform
a parameter ranking, excluding irrelevant inputs from further tests (especially for the coupled
problem).

Statistical properties of stochastic inputs have to be defined in a complete and consistent way.
Mean value, variance and statistical distribution are key information to completely describe a
random phenomenon. Inputs can be distinguished between material properties and controllable
parameters. They have very different statistical properties.

• Material properties. According to Chapter 2, material properties can be represented
as aleatory variables with normal distribution, assuming a sufficiently high number of
measurements. The mean value of the normal distribution is assumed to be coincident
with the nominal value of that property used in the non-stochastic calculations. Its
variance depends on the accuracy of each experiment. For this benchmark, the same
variance is associated to each input to understand which has the most relevant impact on
the response. It is equal to 5% of the mean value.

• Controllable parameters. The other kind of input is related to controllable parameters
(e.g. volumetric heat transfer coefficient, reactor power etc). Analogously to material
properties, their mean value is coincident with the nominal value, but their distribution
and variance depend on the way they vary and on the precision/accuracy of control sys-
tems. Since this is a test case and it will remain only theoretical, the features of control
systems are not available. Formally, they have to be treated as epistemic variables because
we have no information on the statistics, which involves different techniques with respect
to aleatory variables, beyond the scope of the thesis. Uniform distributions are selected to
approximate the distribution of controllable parameters, with a half interval of variation
usually of 20% with respect to the mean value.

The maximum temperature (Tmax), along with the minimum temperature, and the effective
multiplication factor (keff ) are defined as responses to study the thermal fluid-dynamic and
the neutronics behavior, respectively. Before starting with the uncertainty/sensitivity analysis
it is important to define the nominal values for the responses assuming non-stochastic inputs,
by running the codes in nominal conditions. Referring to Table 4.2, the maximum temperature
in the single-physics case is the one obtained by computing steady-state solution, solving at
the same time the conservation equations (i.e. mass, momentum and energy). The heat source
derives from separate static neutronics study, which led to a double-cosine power distribution.
The effective multiplication factor in the single-physics case is computed assuming that the flow
field is known. The flow field comes from the solution of the coupled problem with nominal
thermal fluid-dynamics parameters. Since the keff in the neutronics-only case is basically
computed starting from the coupled solution, both values of the effective multiplication factor
for the single physics and coupled problem are the same.

Table 4.2: Reference values in nominal condition for non stochastic case. They refers to the
relevant responses: the maximum temperature Tmax for the thermal fluid-dynamic and effective
multiplication factor keff for the neutronics.

Single physics Coupled problem

Tmax [K] 1344 1333

keff [−] 0.99295 0.99295
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4.2 Temperature field with single stochastic input and outputt

The main purpose of the case under examination is to study the communication between the
OpenGPC and DGFlows through specifically designed scripts, described in Chapter 3.4. Thus,
being more a test case, it is not important which input is chosen. At first, the only uncertain
variable is the thermal expansion coefficient βexp. It appears because of the introduction of the
Boussinesq approximation. For further information see Appendix B.
The thermal expansion coefficient is a material property and thus its distribution is assumed
to be normal, with a mean value of βexp,0 = 2× 10−4 K−1 and a percentage relative standard
deviation (RSD) of 5%. The input properties are summarized in Table 4.3.

The thermal-hydraulic problem consists of solving the mass, momentum and energy equa-
tions simultaneously, providing the correct temperature and flow field relative to the input
configuration. The power generation is fixed (single physics problem) and it is set as input;
the heat source derives from separate static neutronics study and its distribution is simply a
double cosine (i.e. power distributes following the cosine function on the x and y axis). The
power peak appears in the center of the domain. Since this is a single-physics problem (thermal
fluid-dynamic only), the analyzed response is the maximum temperature. Before commenting
the results, it is important to ensure that the polynomial expansion order and quadrature grid
level are sufficiently high, as done in Figure 4.2 to correctly represent the dependence between
the input and the output. Actually, the quadrature grid level lev is correlated to the maximum
polynomial order. As mentioned in Chapter 2.1, the exact integration of a polynomial is lim-
ited to order 2nlev − 1. To avoid imprecise integral evaluations the grid level is set equal to the
polynomial order for each case.

Figure 4.2(a) compares the pdfs, obtained with 105 samples and represented with 100 bins,
on the third order and fifth order polynomial approximation. They are almost superposed,
excluding statistical oscillations. Considering that a higher order (and thus higher level) implies
an higher number of model evaluations, third order polynomial is chosen as a good compromise.
Focusing on the third order polynomial, since the response (Tmax) is almost linear with respect
to βexp, the pdf shape is nearly normal (with mean value equal to 1343 K, almost equal to the
one in nominal conditions, and variance equal to 4.77 K2) , following the distribution of its only
input. However, small deviations appear at tails, due to slight non-linearity for values higher
than 15 %, as showed in the normal probability pot in Figure 4.2(b).

In addition, it emerged that increasing the thermal expansion coefficient, related to the
buoyancy, decreases the maximum temperature. For this problem, buoyancy induces a motion
of fluid in the cavity from the bottom to the top, forming two big vortexes symmetric with
respect to the y-axis (B-B’ line in Figure 4.1). Increasing βexp enhanced this kind of motion.
Since the power production is assumed to be double cosine-like, the maximum temperature is
in proximity of the cavity center. However, the vortexes induced by the natural circulation
increase the mixing in the central region thus reducing the peak temperature.

As a final remark, the effect the expansion coefficient has on the response is not very relevant,
being lower than 1 %.
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Table 4.3: Input parameter of temperature field test case. Being a material property, its distri-
bution is assumed to be gaussian with mean value coincident with the nominal one.

Symbol Unit Distribution Mean value RSD

βexp K−1 Normal 2.0× 10−4 5%

(a) (b)

Figure 4.2: (a) Pdf representation using different orders polynomials. It is obtained by random
sampling (105 samples) on the polynomial representation of the response. Order 3 polynomial
is able to correctly capture the response statistical information. (b) Normal probability plot on
the order 3 polynomial: blue crosses are the related to the sampling whereas the dashed line is
the reference gaussian. The samples distribute normally in the range [1340 K; 1350 K], but they
show discrepancies at tails.

Table 4.4: Summary of input parameters for multiple input and multiple output single physics
case. Simulations are run with different γ distribution, using uniform and normal. From now
on, for uniform distributions relative standard deviations should be intended as the half interval
of variation.

Symbol Units Distribution Mean value RSD

ulid ms−1 Uniform 0.5 15%

ν cm−2s−1 Normal 0.025 5%

βexp K−1 Normal 2.0× 10−4 5%

γ Wm2K−1 Normal 1.0× 106 5%
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4.3 Single-physics case: thermal fluid-dynamics only problem

The distinction between the present case and the one mentioned in Chapter 4.2 is mainly due
to important changes in the set of scripts needed to let the PCE meta-model and the thermal
fluid-dynamics solver communicate.

Table 4.4 lists input parameters for this case, according to their definition in Chapter 4.1.
The maximum and minimum temperature inside the domain are the responses elaborated by the
PCE meta model. Since the external temperature is fixed to 900 K and thus it is the lower limit
to the cavity temperature, a change in these input parameters does not provoke any evident
variation in the minimum temperature, so the analysis on this output is considered irrelevant.

Material properties such as the kinematic viscosity and the thermal expansion coefficient
have a distributions set to normal, since they derive from measurements, whereas the lid velocity,
an adjustable quantity, has an uniform distribution. In this first case, the heat transfer coefficient
distribution is set as normal (assumed to be a material property); being related to the heat sink
action, function generally dispatched by heat exchangers and thus controllable, it should be set
to uniform. Normally and uniformly distributed γ are analyzed separately.

4.3.1 Normally distributed heat transfer coefficient

Keeping the fission power fixed, a steady-state solution is sought for the flow and temperature
fields. Single-input PCE calculations are performed to isolate parameters with the greatest
influence on the maximum temperature and to identify the appropriate polynomial order to
correctly represent it, as it is not known a priori. These results are reported in Figure 4.5.
Third order polynomials appear to be sufficient, being the response almost linear with respect
to each input, excluding γ, which shows a modest non-linearity.

Some inputs perturb the response more strongly. γ has by far the most substantial effects.
Despite the influence is almost identical, the βexp has slightly more impact than the ν. On
the other hand, the lid velocity does not seem able to provoke any variation on the maximum
temperature.

Extending the analysis to two input PCE, γ and βexp are chosen since they are responsible
for the biggest variations on the response. Third-order polynomials and 17 model evaluations
only are sufficient to properly represent the response. Due to the problem simplicity, the
maximum temperature is almost linearly dependent on both inputs, but for strong variations of
γ (beyond 20%), some deviation from linearity appears, which can be seen in Figure 4.4(b). The
probability density function is obtained in the multi-input case by random sampling the inputs
and computing the response through the polynomial obtained via PCE, as shown in Figure
4.4(a). The pdf follows a gaussian with mean value 1344 K and variance of 319 K2. Since the
inputs have a gaussian distribution and the maximum temperature is almost linear with respect
to the inputs themselves, the pdf shape is preserved: as shown from the normal probability plot
in figure 4.4(b), if the left tail shows deviation from the normal distribution in a limited part,
the right one presents more widespread discrepancy.

4.3.2 Uniformly distributed heat transfer coefficient

To be consistent with the whole discussion, the previous analysis had to be carried out again.
In fact, γ distribution should be uniform. However, this variation has relevant consequences, in
particular on the pdf shape: γ is the parameter which has the strongest influence, as showed in
Figure 4.3. In addition, in this second evaluation, all parameters are varied at the same time,
since βexp and ν especially have a similar influence on the response. The mean value is 1347 K
and the variance is 1740 K2. Due to a change in the distribution, the variance became 5 times
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Figure 4.3: Polynomial visualization of Tmax for single input variation and the thermal fluid-
dynamic case only. γ provokes strongest effects on the response, whereas βexp and ν have similar
effects. On the other hand, the lid velocity has almost no contribution.

(a) (b)

Figure 4.4: (a) Maximum temperature pdf in the multiple inputs case by random sampling (105

samples) on the polynomial approximation of the response. (b) Samples (blue crosses) compared
to the gaussian (dashed line) in the normal probability plot. The pdf is lightly asymmetric.The
pdf follows a gaussian with mean value 1344 K and variance of 319 K2. the left tail shows
deviation from the normal distribution in a limited part, whereas the right one presents more
widespread discrepancy.

Table 4.5: Sensitivity indices for the thermal fluid-dynamic only case with uniform γ on the
maximum temperature. No substantial differences between the first and the total indices imply
a negligible influence of higher order interactions. γ has the only relevant contribution.

ulid ν βexp γ

Si 3.05× 10−5 1.97× 10−3 2.66× 10−3 9.95× 10−1

Stot,i 5.96× 10−5 2.03× 10−3 2.67× 10−3 9.95× 10−1
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higher. Figure 4.5 reports the pdf for uniformly distributed γ. To properly explain the main
features of the pdf, it is better to analyze the sensitivity indices, reported in Table 4.5.

It emerges γ is responsible of the 99.5% of the response variance. In fact, the shape of
the pdf is nearer to a uniform distribution rather than a gaussian. Secondly, as stressed by
the sensitivity indices, the contribution of the kinematic viscosity and the thermal expansion
coefficient is comparable and one cannot be preferred over the other.

The total sensitivity indices are almost equal to the first order ones, showing no relevant
higher order dependencies and, in addition,

∑
i Stot,i = 1.000. Finally, it is interesting to see the

pdf is not exactly uniform but it has some deviations due to a slight non-linearity in γ. Focusing
on the sensitivity indices, the only relevant terms in the PCE approximations are γ-only ones,
since it is possible to exclude any kind of second or higher order interactions. Therefore, the
response can be approximated as

Tmax = C0 + C1 P1(f(γ)) + C2 P2(f(γ)) + C3 P3(f(γ)) (4.1)

where P1, P2, P3 are the Legendre polynomials of order 1, 2 and 3 and Ci, with i ∈ (0, 1, 2, 3),
are their respective coefficients. f(γ) takes into account the normalization (i.e. the argument
of the Legendre polynomials has to be in the range [−1, 1]). C2 is approximately one order of
magnitude lower than C1 which makes the term proportional to γ2 non-negligible.
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(a) (b)

Figure 4.5: (a) Maximum temperature pdf in the multiple inputs with uniform γ. Obtained by
random sampling (105 samples) on the third order polynomial approximation of the response.
The variance became 5 times higher than the normally distributed γ case. (b) Normal probability
plot on the third order polynomial approximation. It shows evident deviations from the normal
distribution especially at tails.

34



4.4 Single-physics case: neutronics-only problem

The second part of the study on the benchmark regards the neutronics behavior. Analogously to
what described in Chapter 4.3, the distribution of the neutron population is analyzed separately.
The flow field is set as the one obtained from the multi-physics coupling with nominal values
both for thermal-hydraulic parameters (γ = 1× 106 W/(m2K), ν = 2.5× 10−2 cm2/s and β
= 2.0× 10−4 K−1), which remain fixed for the whole neutronics-only analysis, and neutronics
ones.

As showed in Table 4.1, now there are 70 stochastic inputs (including all elements of the
0-th order scattering matrix) and a way to discriminate the relevant-only parameters is needed.
In fact, increasing the number of inputs largely increases the number of model evaluations (e.g.
assuming third polynomial order and 7 quadrature points for the level 3 quadrature, considering
70 inputs and a full grid, the total number of model evaluation is 770 = 1.44× 1059).

Every input should be considered a material property, thus having a normal distribution,
with mean value equal to the nominal value and 5% variance. Nominal values are reported in
Table 4.6.

Two approaches are analyzed to treat the high dimensionality: the ”mean value approach”
and the ”class approach”. The mean value approach consists of the definition of a class (e.g. Σf

class, β class), computing a representative value and performing the PCE analysis on this single
value. Starting from it, the value of g-th energy group/family is retrieved by rigid (linear)
translation, maintaining proportions among the class members and the representative value.
The class approach consists of the definition of classes, analogously to the previous one, but all
inputs belonging to that class are studied at the same time. Obviously, both approaches have
pros and cons. The former defines a single input for each class, ensuring that, if the class has
a relevant contribution to the response, the stochastic variable is only one. On the other hand,
it introduces correlation among the members of the class, thus modifying the statistics. The
latter is computationally heavier, since 6 or 8 inputs are involved at a time. In addition, at
the end of the analysis, more than one input can be relevant, reducing the effectiveness of the
input parameters limitation. Nevertheless, it has the big advantage to avoid correlations among
inputs.

The response is the effective multiplication factor keff , since it is a key design parameter,
while providing global information on the neutron population. In case of systems near to
criticality, like this one, a change in the input can imply a change from subcritical to supercritical
condition. An important step of the analysis is the comparison between two approaches to find
if the correlation adds major variation to the response pdf.

4.4.1 Relevant input determination: mean value approach

In this first and simplified case, only Σf class and β class are assumed to be relevant. The
representative value for the beta class can be the total delayed neutron fraction, which is also
a relevant physical parameter, defined as

βtot =

Nf∑
i=1

βi ,

where Nf is the number of precursors’ families (in this case 8). On the contrary, the mean
fission cross section is not chosen with a solid physical definition, but rather as the averaged
value over the energy groups.
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Σf,mean =

∑Ng

g=1 Σf,g

Ng
,

where Ng is the number of groups (equal to 6 in this case). In addition, this definition does not
preserve the physics. The average cross section, for the g-th energy group, is defined such that
the number of interactions is preserved. In order to do it, the cross section need to be weighted
on the flux in the g-th group.

As mentioned in Chapter 4.4, this is based on the assumption that the statistics is not sub-
stantially modified, since in both cases it introduces a correlation. For the two quantities, start-
ing from one-value input, it is necessary to reconstruct the subdivision for each group/family.
As an additional assumption, the proportions for each group/family is constant, while changing
the representative value. This step is performed before starting simulations, as a preliminary
evaluation. Table 4.7, provides a proper summary of inputs.

As usual, a preliminary single output study is performed to individually investigate the
dependency with the response. Analogously to the previous case, 3rd order polynomials are
sufficient to properly represent the effective multiplication factor. Results show that keff seems
to be insensitive to βtot and almost linear with respect Σf,mean. In fact, the mean macroscopic
fission cross section has direct and relevant effects on the neutron population since it directly
affects the neutron balance. Vice versa, the delayed neutron fraction has a contribution only
on a small fraction of neutrons (less than 1 %). In molten salt reactor the effect of βtot on the
multiplication factor is non-zero, even if it is very low. This is conceptually different from other
kind of reactors, since the precursors contribute on the keff only in transient scenarios. In fact,
molten salt reactors foresee the fuel movement and precursors can decay in regions with lower
importance. Analogously to the thermal fluid-dynamic case, the probability density function
along with its normal probability plot is reported in Figure 4.6. According to Figure 4.6(b), the
shape is still gaussian, maintaining the input distribution features; the response is linear in the
worst case and it can be interpreted as a superposition of effects between two gaussian inputs.
In second place, the mean value is below 1 (subcritical reactor) but there is a non negligible
probability to have a supercritical configuration. The standard deviation is ± 2980 pcm, which
is generally too high, but it is tolerable in this case since the study is finalized to a parameter
ranking.

4.4.2 Relevant input determination: class approach

Following the approach introduced in Chapter 4.4, six classes are identified. They are: the
fission yield (ν) class (6 members) , fission cross section (Σf ) class (6 members), scattering
cross section (Σs) class (6 members), prompt neutron emission (χ) class (6 members), delayed
neutron fraction (β) class (8 members) and the delayed decay constant (λ) class (8 members).
Each parameter is normally distributed with a relative standard deviation of 5 %, allowing a
parameter ranking with same inputs variability.

A comment has to be made about the scattering cross section (linked to the scattering
matrix). Actually, provided data from the molten salt system under consideration contain
scattering matrices up to order 3 (i.e. there 4 matrices are defined, from order 0 to order 3).
Each element (i, j) of the order 0 matrix represents the probability a neutron scatters from the
energy group i to the group j. In fact, it can be shown that only scattering moments of order
zero give the value of the macroscopic scattering cross section. Summing the elements on i-th
row, one can obtain the macroscopic cross section relative to the i-th energy group. Table 4.8
represents the 0-th order scattering matrix with nominal values.
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Table 4.6: List of neutronics input parameters with mean values. The 0-th order scattering
matrix is not included.

Symbol Value Symbol Value Symbol Value Symbol Value

Σf,1 [cm−1] 1.11309× 10−3 ν4[-] 2.4313 β1[-] 2.33102× 10−4 λ2[s−1] 2.82917× 10−2

Σf,2 [cm−1] 1.08682× 10−3 ν5[-] 2.4333 β2[-] 1.03262× 10−3 λ3[s−1] 4.25244× 10−2

Σf,3 [cm−1] 1.52219× 10−3 ν6[-] 2.4333 β3[-] 6.81878× 10−4 λ4[s−1] 1.33042× 10−1

Σf,4 [cm−1] 2.58190× 10−3 χ1[-] 3.53812× 10−1 β4[-] 1.37726× 10−3 λ5[s−1] 2.92467× 10−1

Σf,5[cm−1] 5.36326× 10−3 χ2[-] 5.23642× 10−1 β5[-] 2.14493× 10−3 λ6[s−1] 6.66488× 10−1

Σf,6[cm−1] 1.44917× 10−2 χ3[-] 1.21033× 10−1 β6[-] 6.40917× 10−4 λ7[s−1] 1.63478

ν1[-] 2.8552 χ4[-] 1.35457× 10−3 β7[-] 6.05805× 10−4 λ8[s−1] 3.55460

ν2[-] 2.5453 χ5[-] 1.51226× 10−4 β8[-] 1.66016× 10−4

ν3[-] 2.4333 χ6[-] 7.37236× 10−6 λ1[s−1] 1.24667× 10−2

Table 4.7: List of inputs for the neutronics-only case using the mean value approach.

Symbol Meaning Units Distribution Mean value RSD

βtot Total precursors fraction − Normal 6.88× 10−3 5%

Σf,mean
Mean macroscopic

fission cross section
cm−1 Normal 4.36× 10−3 5%

(a) (b)

Figure 4.6: (a) Effective multiplication factor pdf in the multiple inputs case by random sampling
(105 samples) on the polynomial approximation of the response. (b) Samples (blue crosses)
compared to the gaussian (dashed line) in the normal probability plot. The shape is almost
perfectly superposed with the gaussian reference.
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Observing Table 4.8, one cannot exclude the scattering contribution to the effective multi-
plication factor, since its value (as mentioned before, summing the elements on the i-th row) is
two orders of magnitude higher than the macroscopic fission cross section.

It is important to notice that elements of the main diagonal, related to the self scattering,
have probabilities at least one order of magnitude higher than the other, whereas the up-
scattering is assumed to be impossible, i.e. the probability of jumping from a lower energy
group to a higher energy one is taken exactly equal to zero. For this reason, only the main
diagonal terms are considered relevant and so subjected to the uncertainty/sensitivity analysis.
For this reason, 6 members are associated to the scattering cross section class.

Classes composed by 6 members needed 97 evaluations to build the PCE approximation,
while the ones with 8 needed 161. The standard deviation that each class introduced on the
keff , reported in Table 4.10, is used to determine which of them has a relevant contribution.

Standard deviation of ν and Σf classes is comparable, but more importantly, it is at least
one order of magnitude higher than other classes. Being these values so different, they are
neglected, while ν and Σf classes are kept for further studies.

However, inside the Σf and ν classes only a fraction of energy groups may give a relevant
contribution to the keff variance. This aspect is addressed with sensitivity indices, reported
in Table 4.11. Both the fission cross section and the fission yield have a primary role in the
quantity of neutrons generated in each energy group, as they appear in the transport equation
always as the product (ν Σf )g. In fact, sensitivity indices are approximately the same for both
quantities.

Groups 1 and 2 introduce a small perturbation in the response (below 2%). Taking Σf class
as a reference, it is important to notice the contribution of the 6th group is smaller than the 5th,
despite the 6th group (En < 0.75 keV) has a much higher fission cross section. In fact, since the
average flux in this group is higher (Table 4.9), fissions are more abundant at higher energies
(order keV) because this reactor lacks of moderator and the overall spectrum is harder. Vice
versa, for high neutron energies (group 1, 2 MeV–20 MeV) the contribution is negligible since
the neutron population is scarce.

The difference between the first order sensitivity indices and the total sensitivity indices
quantifies the contribution of second or higher order interactions.

High energy groups can be excluded from the analysis since they produce a small variation
compared to more thermal ones. However, this choice is not unique and some options are
provided.

• Groups 5 and 6 contain the 70 % of the variance and they represent the minimum amount
of inputs.

• Groups 4, 5 and 6 contain 85 % of variance, reducing the approximation related to te
parameter space limitation.

• Groups 3, 4, 5 and 6 contain 98 % of variance. In addition, groups 3 and 4 contributes to
the variance almost in the same way, thus there are no particular reasons to include only
one. On the other hand, the number of inputs is higher.

The first choice is the most attractive one since it minimizes the parameter space, while
considering at the same time a good fraction of the response variance, for both ν and Σf class.

Finally, having started from 70 inputs, ν5, ν6, Σf,5 and Σf,6 is the whole set of relevant
neutronics parameters, which constitutes a big improvement for what concerns the performances
of the PCE code, in terms of number of requested model evaluations.
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4.4.3 Results comparison between class approach and mean value approach

Once analyzed the results of both approaches, a comparison is performed to ensure they give
correct results. The mean value approach is definitely superior with respect to the class approach
since, having to analyze only one input (Σf,mean) it needed just 4 model evaluations. On the
other hand, the Σf class analysis by itself required about 100 simulations. The comparison
involves only the Σf class since during the mean value approach a reduced set of inputs was
analyzed.

The pdfs obtained with 105 samples on third order polynomials approximations are reported
in Figure 4.7. Despite the mean value is nearly the same (0.99270 for class approach against
0.09909 for mean value approach), the variance is substantially different. It is 8.89×10−4 for the
mean value approach while only 1.96 × 10−4, approximately 5 times lower. Evidently, despite
the mean value approach gives an advantage from the computational point of view, it deforms
the statistical behavior, becoming useless. Thus, the class approach was proved to be a reliable
tool for the parametr space reduction and is adopted when needed.
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Table 4.8: Nominal values of the 0-th order scattering matrix. The up scattering is assumed to
be impossible. Values in [cm−1].

Group j →
i ↓

1 2 3 4 5 6

1 1.08476× 10−1 5.23316× 10−2 4.01805× 10−3 1.09869× 10−4 2.5329× 10−5 3.78334× 10−6

2 0 1.83666× 10−1 3.19138× 10−2 2.34218× 10−5 2.25259× 10−6 2.00405× 10−7

3 0 0 2.98293× 10−1 1.63470× 10−2 1.70575× 10−5 1.24625× 10−6

4 0 0 0 2.17472× 10−1 1.90243× 10−2 1.68580× 10−8

5 0 0 0 0 2.27173× 10−1 1.05885× 10−2

6 0 0 0 0 0 2.378261× 10−1

Table 4.9: Space-averaged neutron flux in the domain for the CNRS benchmark test case for
each energy group.

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6

Φ [cm−2s−1] ×1016 1.22 4.92 9.19 5.94 4.74 1.43

Table 4.10: Standard deviation comparison between input classes in the neutronics-only case.
Σf and ν have a variance at least two orders of magnitude higher with respect to other classes.

ν class Σf class Σs class χ class β class λ class

Variance 5.57× 10−4 1.95× 10−4 4.37× 10−6 9.86× 10−8 3.57× 10−10 9.80× 10−12

Table 4.11: Sobol indices for keff response in the neutronics-only case with the class approach
(Σf class and ν class). Classes variances are equal to 1.95× 10−4 and 5.57× 10−4 respectively.

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6

Si,Σ 1.97× 10−3 2.16× 10−2 1.29× 10−1 1.53× 10−1 4.20× 10−1 2.75× 10−1

Si,ν 1.64× 10−3 2.02× 10−2 1.27× 10−1 1.52× 10−1 4.19× 10−1 2.80× 10−1

Stot,Σ 1.97× 10−3 2.16× 10−2 1.29× 10−1 1.53× 10−1 4.20× 10−1 2.75× 10−1

Stot,ν 1.64× 10−3 2.02× 10−2 1.27× 10−1 1.52× 10−1 4.19× 10−1 2.80× 10−1
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(a) (b)

Figure 4.7: (a) Pdf comparison between the pdf obtained trough sampling of the class approach
and mean value approach polynomials, considering fission cross sections only. Despite the mean
value is similar, the variance is substantially different since the statistics is deformed with the
”mean value approach”. (b) Normal probability plot on the ”class approach” order 3 polynomial:
blue crosses are the related to the sampling whereas the dashed line is the reference gaussian
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4.5 Multi-physics case: coupled neutronics and thermal fluid-
dynamics problem.

Differently from Chapters 4.2, 4.3 and 4.4, the coupling between neutronics and thermal-fluid-
dynamics triggers feedback effects. Feedback generally affects macroscopic cross sections, which
can vary by varying either the atomic density or the microscopic cross section. The neutronic
code allows including the density feedback and Doppler effects. The former corrects the macro-
scopic cross section by changing the density of the atomic species, which is altered because
of temperature differences. The latter is related to the broadening of the resonance capture
cross section when the nuclei kinetic energy increases (i.e. when temperature increases). In the
following analysis only density feedback effects are considered. However, Doppler effects are
mostly relevant in transients to study the reactor dynamic and thus they are supposed to have
very little influence on the outcome of steady-state simulations.

Another difficulty derives from a more complex interaction between the codes themselves
and with the cluster. For further information on this topic see in the Appendix A.

For this part, it is possible to take advantage of previous analysis to identify relevant inputs.
In particular, inputs whose effect is below 1% of response variation are considered negligible.
This leads to the exclusion of all thermal fluid-dynamics parameters, except for the volumetric
heat transfer coefficient γ. On the other hand, for the neutronics part, following the results
reported in Chapter 4.4.2, the fission cross sections of groups 5 and 6 are chosen along with ν
for groups 5 and 6. The whole set of input parameters is reported in Table 4.12. Finally, the
power produced (P) is added as input: it is introduced only in the coupled case as it is related
to the neutronics part, but, since previous analysis focused only on the effective multiplication
factor and it used the power as normalization factor, its variation would have had no effects on
the solution. As it is not a material property, but more a controllable variable, its distribution
is set to uniform.

Even in this case, the maximum temperature and the effective multiplication factor are the
considered responses (along with the minimum temperature, which is however irrelevant, as
explained in Chapter 4.3).

4.5.1 Monte Carlo Sampling

Despite the pdf obtained by sampling on the PCE approximation showed a reasonable behavior,
they need to be compared with a reliable reference. MC sampling is generally the best way to
approach this comparison, thanks to its capability of retrieving the statistical information of
any system, provided a sufficient number of experiments.

In this case, 103 samples are assumed sufficient to have a preliminary, yet meaningful statis-
tics. Inputs are generated according to Table 4.12.

Figures 4.8 shows the results of the MC sampling on the maximum temperature, while
Figure 4.9 on the effective multiplication factor.

Figure 4.8(a) confirms that 103 are a good amount samples. In fact, according to the central
limit theorem, the mean value of a random phenomenon is a random number itself, with a mean
value equal to the mean value of the phenomenon and a variance equal to the variance of the
phenomenon divided by the number of experiments. After few tens of samples, the relative
standard deviation respects the 1/

√
N behavior, where N is the number of experiments. The

mean value is (1338± 2) K, with a probability of 68 %, whereas the standard deviation of the
phenomenon is 3.71× 103 K2.

Analogous comments for the keff . The mean value is 0.992 97 [−] within an interval of
±72 pcm, with a probability of 68 %. The standard deviation of the phenomenon is 5.28× 10−4 [−].

42



Table 4.12: Input parameters for coupled problem. The mean value corresponds to their value
in nominal conditions. The reactor power is added on to of the relevant only parameters.

Symbol Unit Mean value Standard deviation Distribution

γ Wm−1K−1 1.0× 106 20% Uniform

P W 1.0× 109 20% Uniform

Σf,5 cm−1 5.363 × 10−3 5% Normal

Σf,5 cm−1 1.449 × 10−2 5% Normal

ν5 − 2.4333 5% Normal

ν6 − 2.4333 5% Normal

(a) Tmax Relative standard devia-
tion

(b) Tmax mean value (c) Tmax variance

Figure 4.8: (a) Tmax relative standard deviation. According to the central limit theorem, the
variance on the sample average decreases inversely proportionally to the square root of the
number of samples (b) Tmax mean value. Despite the low number of experiments, the mean
value has not big oscillations after 700 samples. (c) Tmax variance. After 900 samples it is
stable around 3700 K2.

(a) keff Relative standard devia-
tion

(b) keff mean value (c) keff variance

Figure 4.9: (a) keff relative standard deviation. According to the central limit theorem, the
variance on the sample average decreases inversely proportionally to the square root of the
number of samples (b) keff mean value. Despite the low number of experiments, the mean
value has not big oscillations after 500 samples. (c) keff variance. After 700 samples it is
stable around 5.5× 10−4 [−].
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It is worth to notice that each simulation needed on average more than one hour, leading to
a total computational time of approximately 1500 h.

4.5.2 Results: maximum temperature

In order to check the correctness of the PCE approximation on the maximum temperature, a
comparison between the polynomial of order 3 with 105 samples and the polynomial of order
4 with 106 samples is performed in Figure 4.10. In spite of the large number of samples for
the PCE approximations, the number of bins is limited to 15 because of the representation
in the same figure of the responses obtained with MC sampling. As evident, between order 3
and 4 PCE no relevant discrepancies appear, confirming third order polynomials are enough to
represent the correct response behavior. The main difference stands in the number of model
evaluations: 97 in case of order 3, 533 for order 4. Consequently, the polynomial of order 3 is
taken as best compromise.

A second comparison is made among the PCE evaluations (both of orders 3 and 4) and the
MC reference. Parameters used for the comparison are the mean values, the variances and the
maximum error on the probability density function. The last one is computed by taking the
random inputs generated by the MC code and plugging them to evaluate the response with
the PCE approximation. Each value (1000 in total) is compared with the MC-evaluated value,
showing the maximum one. These numbers are reported in Table 4.13.

Table 4.13: Comparison among the PCE evaluations (both of orders 3 and 4) and the MC
reference. The two PCE approximations are able to represent the statistical information with
excellent accuracy. The error on the variance is higher for the order 4 PCE due to a general
low amount of model evaluations for the MC reference.

eµ [%] eσ2 [%] max epdf [%]

PCE order 3 0.17 1.00 0.21

PCE order 4 0.16 1.09 0.21

For both order 3 and 4 PCE approximations, the agreement with reference MC sampling is
excellent. The error on mean value is around 10−3 and as expected, it is lower for the order 4
PCE. In addition, they have the same maximum error on the pdf, suggesting no evident im-
provement if the polynomial order increases, and thus confirming quantitatively what explained
in Figure 4.10. On the other hand, the error on the variance is lower for the order 3 PCE,
probably due to a not sufficient number of MC evaluations. As last remark, for orders 3 and 4
the mean values (1337 K) are within the 68 % probability range with respect to the MC average,
corresponding to the interval [1336 K; 1340 K].

Figure 4.10(b) reports the normality test, performed on the data set obtained with 3rd

order polynomial and 105 samples. Despite in the range [1270 K; 1470 K] the curve is almost
gaussian, it shows substantial discrepancies at the tails. The reason of it can reside in the input
distribution and in the relation between the inputs and the response. The reason of the pdf
asymmetry is related to non-linearity of the response, in particular with respect to γ.

Sensitivity indices. Sensitivity indices are shown in Table 4.14. First order γ and P inter-
actions are the only relevant contributions. However, differently from the single physics case,
the influence of higher order terms is evident especially for Σf,i and νi. They increase their
contribution to the variance of three orders of magnitude. In fact, they are neglected in any
case since their sensitivity indices are 4 orders of magnitude lower than those related to P or γ.
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In fact, the former is responsible of the 45% of the maximum temperature variance, whereas the
latter of 55%. Neutronics related parameters seem to have negligible influence on the maximum
temperature because the oscillations in the power shape they create are at least one order of
magnitude lower with respect to the power intensity. This aspect is vital to confirm the cor-
rectness of the whole analysis. The parameter ranking performed on single physics problems,
assuming the feedback effects give secondary contributions on the responses, i.e. the maximum
temperature in this case. In fact, γ and P have a direct effect on the maximum temperature
since they explicitly appears in the energy balance.

In addition,
∑

i Stot,i = 1.044, which underlines second order iterations between P and γ
may be relevant. Assuming these interactions are negligible, the response can be expressed in
an analogous form of Eq. (4.1), including terms for the power.

Table 4.15 reports the polynomial chaos expansion coefficients up to the 3rd order. The
sign of the first order coefficient for γ is correct since the maximum temperature decreases if
γ increases. Despite the first order coefficients for both quantities are of the same order of
magnitude, the second and third orders are much higher for γ, stating that the effect of non-
linearity is definitely relevant. Unfortunately, due to the introduction of the reactor power as
input, the comparison with the single physics case is not performed. In fact, the power is a
parameter introduced only in the coupled problem and it is responsible of more than a half of
the maximum temperature variance.

Table 4.14: Sensitivity indices in the coupled case for maximum temperature response. P and γ
give the only relevant contribution to the response variance.

P γ Σf,5 Σf,6 ν5 ν6

Si 5.50× 10−1 4.45× 10−1 1.91× 10−8 2.59× 10−8 1.84× 10−8 2.21× 10−8

Stot,i 5.55× 10−1 4.50× 10−1 2.49× 10−5 2.49× 10−5 2.49× 10−5 2.49× 10−5

Table 4.15: PCE coefficients for the power and γ. Despite the first order coefficient has the
same order of magnitude, the second and the third ones show relevant effects of non-linearity
for γ.

Order 0 Order 1 Order 2 Order 3

γ 1337 −69.7 8.39 0.875
P 1337 77.8 0.734 0.0383

Feedback effects. The effect of feedback on the pdf can be seen by comparing the pdf
obtained in the single physics, thermal fluid-dynamics only, with the pdf obtained with the
coupled problem excluding the power as stochastic input. Figure 4.11 compares these two pdfs.

The overall shape is similar, but it is moved to lower temperatures. The difference in the
mean value is surely related to the coupling: in fact, an increase in temperature provokes a
reduction of the salt density and thus a reduction in the cross section, including the fission
one. The region of maximum temperature is subjected to the strongest reduction of the cross
sections. The global effect is a decrease in the maximum temperature, which is evident from
Figure 4.11. The comments on the shape are analogous to the one mentioned in section 4.3.
The decrease to zero is even sharper since the contribution of γ on the variance, and thus on
the pdf shape, is stronger. The variance, on the other hand, is nearly the same (1.64 × 103

for coupled versus 1.75 × 103 for single physics, which is approximately 6 % difference), since,
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(a) (b)

Figure 4.10: (a) Pdf representation of Tmax using different polynomials orders and number of
samples compared with the reference MC sampling. (b) Normal probability plot on the 3rd order
polynomial curve. Blue crosses are the related to the sampling whereas the dashed line is the
reference Gaussian. The samples distribute normally in the range [1270 K; 1470 K], but they
show strong deviations at tails.

Figure 4.11: Tmax pdf comparison with uniform heat transfer coefficient in the single physics
(thermal fluid-dynamic only) and in the coupled problem. The differences between the two curves
are mainly due to density feedback effects.
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as sensitivity indices show, it can be attributed almost only to γ contribution. However, this
decrease may indicate an attenuation of γ contribution on the maximum temperature, thanks
to the presence of density feedback. Thus, the overall variance share may be different, but no
dramatic variations appear due to the introduction of feedback effects.

4.5.3 Results: effective multiplication factor

Figure 4.12 shows the effective multiplication factor pdf, for both the single physics and coupled
case, as well as the normal probability plot.

Analogously to what commented for the maximum temperature, the difference between order
3 and 4 is negligible with respect to the saving in term of computational cost, as highlighted
qualitatively in Figure 4.12(a). Quantitatively, order 3 and 4 PCE are compared with the MC
sampling in Table 4.16, using the same quantities of Chapter 4.5.2.

Again, errors on the mean value, variance and maximum error on the pdf are below 1 %.
The mean values for order 3 and 4 PCE (0.99253 for both approximations) are within the range
[µMC −σMC ; µMC +σMC ], where µMC is the mean value evaluated via MC sampling (0.99297)
and σMC is its standard deviation (72 pcm).

Figure 4.12(b) shows the response is gaussian and it confirms the linear behavior appeared
in previous cases. It is evident after analyzing multiple cases that the neutronic model is linear
with respect to the macroscopic fission cross sections and the neutron fission yieds, whereas the
fluid-dynamic one may introduce a non-linearity. In this case, despite the coupling, the result
is still linear due to the irrelevance of the fluid-dynamics in the computation of keff . Since the
macroscopic fission cross section and the neutron fission yield for the energy groups 5 and 6
vary in the same way (same mean value, variance and distribution) of the neutronics-only case,
the pdf obtained is almost the same, excluding variation due to secondary effects related the
power and heat transfer coefficient and the statistics oscillations. In addition, as evident from
Figure 4.13 the curve obtained with the coupled problem is almost superposed to the single
physics one. In fact, recalling Chapter 4.4, the flow field obtained from the nominal steady-
state coupled problem is also the one used as input for the neutronics-only calculations (γ
= 1.0× 106 W/(m2K), ν = 2.5× 10−2 cm2/s and βexp = 2.0× 10−4 K−1). Despite the reactor
power and γ are added as input parameters in the coupled case, they do not change dramatically
the keff , because they act indirectly. In fact, they influence the value of keff by changing the
flow field or via density effects, both much weaker mechanisms than a variation in the Σf,g or
νg which causes a linear variation in the effetive multiplication factor. This aspect is evident by
analyzing sensitivity indices in Table 4.17. Sensitivity indices for the heat transfer coefficient
and the power are in act two order of magnitude lower than neutronics inputs.

These results are fundamental to ensure the correctness of the entire procedure. The choice of
relevant parameters was carried out in single physics problems, assuming this parameter ranking
to be valid also for the fully coupled problem, given the secondary contribution of feedback
effects on the responses. In addition, even in this case, second or higher order interactions are
negligible (

∑
i Stot,i = 1.001 ≈ 1).

Table 4.16: Comparison among the PCE evaluations (both of orders 3 and 4) and the MC
reference. The two PCE approximations are able to represent the statistical information with
excellent accuracy.

eµ [%] eσ2 [%] max epdf [%]

PCE order 3 0.04 0.86 0.03

PCE order 4 0.04 0.44 0.03
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Table 4.17: Sensitivity indices in the coupled case for effective multiplication factor. The macro-
scopic fission cross sections and the fission yields give the only relevant contribution to the
response variance.

P γ Σf,5 Σf,6 ν5 ν6

Si 3.60× 10−3 3.40× 10−3 1.55× 10−1 1.02× 10−1 4.40× 10−1 2.95× 10−1

Stot,i 3.70× 10−3 3.40× 10−3 1.56× 10−1 1.02× 10−1 4.41× 10−1 2.95× 10−1

(a) (b)

Figure 4.12: (a) Pdf representation of keff using different polynomials orders and number of
samples compared with the reference MC sampling. (b) Normal probability plot for the 3rd

order PCE. Blue crosses are the related to the sampling whereas the dashed line is the reference
Gaussian.

Figure 4.13: keff comparison between single-physics and coupled problem. Since the flow field
obtained from the nominal steady-state coupled problem is also the one used as input for the
neutronics-only calculations and it has almost no influence on the response variance, the two
curves are almost superposed. This confirms feedback effects play a secondary role.
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4.6 Summary

A careful and systematic analysis on steady-state simulations on CNRS benchmark showed that
only a fraction of possible input parameters affect the response(s) in a non-negligible way. To
overcome the problem of ”curse of dimensionality”, de-coupled calculations (neutronics with
fixed nominal flow and temperature fields, and fluid-dynamics with fixed nominal fission power
density) were performed. The thermal fluid-dynamic part showed only the heat transfer coeffi-
cient γ introduced a perturbation on the maximum temperature above 1 %. The single-physics
neutronics counted about 70 inputs: 6-groups fission cross sections (Σf,g), 6-groups scattering
cross sections, 6-groups average number of neutrons produced per fission event (νg), 6-groups
fission prompt spectrum, and 8-families precursors decay constants and fractions. Two differ-
ent approaches were presented to treat the high dimensionality, the mean value and the class
approach. The former divided inputs in classes, analyzing a single (averaged) value representa-
tive of the whole class. The latter took the same classes distinction but a PCE evaluation was
performed on the whole set of inputs for each class. The parameter ranking, performed with
sensitivity indices, showed that only Σf,5, Σf,6 ν5 and ν6 gave relevant contribution to the keff ,
while others were considered negligible.

During coupled steady-state simulations, γ and the reactor power P were added to the set of
inputs. The number of model evaluations needed by the PCE code was 97. For what concerns
the results, the polynomial order/quadrature grid level study is carried out as a preliminary
test to check the correctness of the polynomial approximation. At the same time, results were
compared with a reference MC, obtained with 103 random samples. The agreement between
order 3 and 4 polynomial and the MC reference was excellent for both responses. Choosing
the order 3 polynomial approximation because of the reduced number of model evaluations
and agreement with the mC reference, the maximum relative error was 0.2 % on the responses,
lower than 0.2 % on the pdf mean, and 1.0 % on the pdf variance. The maximum temperature
is mainly sensitive to P and γ, while the keff is affected mostly by neutronics parameters. It is
worth highlighting that the reference model needed around 1500 h to generate the 103 responses,
while the sampling on the PCE approximation required a few seconds for 106 samples.
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Chapter 5

Steady-state Simulations of the
Molten Salt Fast Reactor

According to the preliminary design, illustrated in Figure 1.2, a consistent computational do-
main is chosen. Being each sector indistinguishable from others (e.g. it has the same com-
ponents, geometry) and assuming a symmetry along the azimuthal angle, the domain can be
reduced to one sixteenth, as reported in Figure 5.1. The same geometry was successfully ana-
lyzed by [18].

In contrast to the CNRS benchmark, the actual MSFR design contains several components,
constituted by other materials. Therefore, even in a simplified model, the primary loop, upper
and lower reflectors, pump and heat exchanger (HX) need to be included along with the salt,
having different thermodynamic and neutronic properties. The heat exchanger is sized to trans-
fer 187.5 MWth ( one sixteenth of the nominal 3 GWth). This heat sink is modeled according
to the formula Pout = γ(Tave,HX −Tsec), where γ is the heat transfer coefficient (uniform in the
domain), Tave,HX is the average temperature in the heat exchanger and Tsec is the temperature
of the secondary loop. The pump is sized to provide the nominal flowrate (1211.26 kg s−1, which
is 1/16th of the value found in [3]).

From the neutronics point of view, density feedback together with Doppler effects are taken
into account. Analogously to the CNRS benchmark, 6 energy groups and 8 precursors families
are assumed to be sufficient to treat those dependencies. Then, the S2 discrete ordinates approx-
imation is chosen for the angular discretization. The thermal-hydraulic problem is approached
using the Boussinesq approximation to model buoyancy forces, assuming incompressible flow.
Turbulence is studied with the k − ε model, already implemented in DGFlows. The spacial ap-
proximation both for the neutronics and thermal fluid-dynamics is preformed by using around
53000 volumes, taking into account variation in materials, reported in Figure 5.2. The mesh
was generated with the open source program Gmsh.
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Figure 5.1: Computational domain MSFR [18]. Thanks to the system symmetry, it can be
reduced to one sixteenth of the whole domain.

(a) (b)

Figure 5.2: (a) Space domain discretization adopted for both PHANTOM-SN and DGFlows, gen-
erated with Gmsh. It includes 53000 volumes. Different material are represented with different
colors. (b) Representation of the core discretization. Other components are numbered for clarity.
Upper and lower reflectors (1-2), blanket (3), heat exchanger (4) and pump (5).
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5.1 Preliminary approach to the problem

The CNRS benchmark was a test case containing the most relevant features of the MSFR. Thus,
the analysis on the MSFR preliminary design is carried out trying to take advantage from the
CNRS benchmark as much as possible. Strong coupling between neutronics and thermal fluid-
dynamics along with fast spectrum and transport of precursors are the main characteristics of
both systems. On the other hand, a more complex (3D) geometry, together with forced flow
in presence of turbulent phenomena, represent additional complications on top of previously
mentioned mechanisms.

The computational efforts to solve larger set of equations, which include, among others, closures
for turbulence models, is much greater, even starting from steady-state solutions, as described
in Chapter 4. Thus, performing a study to validate the PCE model with a reference MC
sampling is simply unfeasible and results obtained in Chapter 4 are extrapolated for this case.
In fact, Chapters 4.3, 4.4 and 4.5 showed that the number of model evaluations for order 4 PCE
with level 4 quadrature rises up to 533, clearly too many for an analysis on such a complex
system. However, level 3 quadrature can integrate exactly polynomials up to order 2nlev − 1,
which corresponds, considering 5 points for level 3 quadratures, to order 4. On the other hand,
performing a MC simulation with at least 103 samples is beyond the computational power
available. Consequently, any kind of polynomial approximation is obtained, it is supposed to
be in agreement with a reference MC evaluation.

The maximum (Tmax) and minimum (Tmin) temperature, together with the effective multiplica-
tion factor (keff ) are the studied responses, analogously to the CNRS benchmark. In addition,
the average reactor temperature (Tave) and the whole temperature field are analyzed as well.

Being impossible to perform an extensive parameter study, the choice of inputs and their sta-
tistical information is related to the results of the CNRS benchmark. Concerning the neutronics
part, 0-th order scattering matrix, as well as the prompt neutron emission χ, had negligible ef-
fects on the keff and thus they are excluded from the analysis. Likewise, the thermal expansion
coefficient and the salt kinematic viscosity are neglected due to their irrelevance on the maxi-
mum temperature, while the lid velocity was a parameter specifically defined for the only CNRS
benchmark. On the other hand, the reactor power (P) and the heat transfer coefficient (γ) were
directly related to the energy balance and in turn with the whole temperature field, whereas
the macroscopic fission cross sections on the keff . Despite the neutron fission yield νg had the
strongest contribution to the keff it is not analyzed because no statistical information are avail-
able. In fact libraries and publications focus only on their mean value without even mentioning
possible uncertainties. Consequently, these quantities are assumed to be exact. The whole set
of inputs is reported in Table 5.1. The delayed neutron fraction and decay constants are added
to the list because they may have relevant changes with respect to the CNRS benchmark due
to the presence of forced flow and turbulent phenomena.

Again, inputs statistical information depends on the distinction between material properties
and controllable parameters, already explained in Chapter 4.1. The inputs mean value is set as
the one of the relative parameter in nominal conditions. The variance is taken from libraries
and/or material data when it is possible. On the contrary, for those parameters which do not
have a precise value, their variance is assumed 5 % for normally distributed inputs and 20 % for
uniformly distributed inputs. The reason is twofold. First, it is related to the impossibility to
recover accurate enough data. Especially extrapolation may lead to inconsistent or meaningless
results. Secondly, it allows performing a parameter ranking with same inputs variability, as done
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in the CNRS benchmark, emphasizing which of them contribute the most to the response(s)
variance.

Analogously to what described in Chapter 4.1, the complete problem is the final step after
studies on single-physics/de-coupled cases. Neutronics and thermal fluid-dynamics are studied
separately, especially to reduce the parameter space. Results are combined to properly study
the coupled problem, minimizing the input quantity to reduce the number of model evaluations.
In particular, the neutronics study should be able to reduce the parameter space very effectively.
Being computational expensive and much less effective in the perspective of a parameter space
reduction, the thermal fluid-dynamic analysis is no performed. According to Chapter 4.4, the
class approach revealed to be the proper way to address the high dimensionality.

In Table 5.2 values computed in nominal conditions are reported for whole set of single-
value responses (i.e. maximum, minimum, and average temperature along with the effective
multiplication factor). Differently from Table 4.2, they are computed only in the coupled case.
Neutronics-only calculations are based on the coupled code with nominal thermal fluid-dynamic
parameters, analogously to what described in Chapter 4.1.
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Table 5.1: Complete set of input parameters for both thermal fluid-dynamics and neutronics for
the MSFR. Symbols are introduced with their respective meanings.

Thermal fluid-dynamics Neutronics

Symbol Meaning Symbol Meaning

cp
Fuel salt specific heat

at constant pressure
βi

i-th family delayed neutron

fraction (8 families)

k
Fuel salt thermal

conductivity
λi

i-th family decay constant

(8 families)

γ
Heat exchanger volumetric

heat transfer coefficient
Σf,g

g-th group macroscopic fission

cross section (6 groups)

P Reactor power

Table 5.2: Reference values in nominal condition for non-stochastic case. They refers to the
nominal steady state on the MSFR in the coupled case. Responses are maximum (Tmax), mini-
mum (Tmin) and average (Tave) temperature along with the effective multiplication factor (keff ).

Tmax [K] Tmin [K] Tave [K] keff [−]

1082 924 966 1.00998
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5.2 Single-physics case: neutronics-only problem

Analogously to Chapter 4.4, the neutronics-only case is studied starting from the coupled steady-
state solution. The coupling strategy is explained in Chapter 3.2. The first evident difference
with the CNRS benchmark is the neutron spectrum, which strongly affects the set of relevant
parameters. According to what discussed in Chapter 5.1, the list of inputs mean values is
reported in Table 5.3. Being all material properties, each input distribution is normal. In this
preliminary step, inputs are compared with same variance, 5 % consistently with previous steps,
to select the ones with strongest effects.

Using the class approach, the number of model evaluations was 161 for β and λ class (8
families), whereas 97 for the Σf class (6 groups). Due to high request of memory, the number
of submissions to the HPC were limited. The set of external coupling scripts were modified.
Further information are found in Appendix A. The first step of the results analysis consists of a
comparison between variances of each class, reported in Table 5.4. First, the macroscopic fission
cross section variance is at least three order of magnitude higher than the other classes. Thus,
no inputs belonging to β and λ classes are taken into account for further studies. Secondly,
these values are very similar to the one in the CNRS benchmark case (Table 4.10). It seems
that, despite the problem complexity increased, the overall parameter ranking does not lead
to very different results. In fact, the main changes in the problem, regards the fluid-dynamic,
with the introduction of forced flow and turbulence. However, we saw in Chapter 4 that the
neutronics and thermal fluid-dynamics have limited interactions on the neutronics behavior in
spite of the coupling, thus, retrieving same orders of magnitudes for same classes. Finally,
the presence of forced flow increases the sensitivity to the neutrons precursors on keff , being
standard deviations 2/3 times higher, but still orders of magnitude lower than Σf class.

Inside the Σf class, a limited number of energy groups may be relevant. Sensitivity indices
were computed to explore this aspect and they are reported in Table 5.5. Due to the harder
spectrum, groups with higher energy are subjected to more fission reactions. Consequently,
sensitivity indices for those groups are higher with respect to the CNRS benchmark case. In
fact, groups 2, 3, 4 and 5 are taken for further analysis, having similar sensitivity indices,
despite Σf mean values were different. In addition, considering these groups, more than 90 %
of the class variance is taken into account, ensuring an appropriate representation of statistical
information.
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Table 5.3: List of MSFR neutronics-only parameters with their mean values.

Symbol Value Symbol Value Symbol Value

β1[-] 1.230× 10−4 λ1[s−1] 1.247× 10−2 Σf,1[cm−1] 4.446× 10−3

β2[-] 7.145× 10−4 λ2[s−1] 2.829× 10−2 Σf,2[cm−1] 2.517× 10−3

β3[-] 3.596× 10−4 λ3[s−1] 4.252× 10−2 Σf,3[cm−1] 1.805× 10−3

β4[-] 7.941× 10−4 λ4[s−1] 1.330× 10−1 Σf,4[cm−1] 2.618× 10−3

β5[-] 1.474× 10−3 λ5[s−1] 1.925× 10−1 Σf,5[cm−1] 5.200× 10−3

β6[-] 5.145× 10−4 λ6[s−1] 6.665× 10−1 Σf,6[cm−1] 1.395× 10−2

β7[-] 4.655× 10−4 λ7[s−1] 1.635

β8[-] 1.511× 10−4 λ8[s−1] 3.555

Table 5.4: Variance comparison between input classes in the neutronics-only case. Σf has a
variace at least five orders of magnitude higher with respect to other classes. Even for the
MSFR, in steady-state simulations β and λ classes have practically no influence on the effective
multiplication factor.

Σf class β class λ class

Variance 2.22× 10−4 4.42× 10−9 6.08× 10−11

Table 5.5: Sensitivity indices for Σf class reported for each energy group. With the same logic
of the CNRS benchmark, four energy groups give relevant effects on the effective multiplication
factor (2-5). They are taken for further analysis.

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6

Si 2.21× 10−2 9.09× 10−2 2.57× 10−1 2.48× 10−1 3.33× 10−1 4.91× 10−2

Stot,i 2.21× 10−2 9.09× 10−2 2.57× 10−1 2.48× 10−1 3.33× 10−1 4.91× 10−2

56



5.3 Multi-physics case: coupled neutronics and thermal fluid-
dynamics problem

Differently from the analysis in Chapter 4, the thermal fluid-dynamic only case is not performed
because the set of inputs (4 in total) it is already small enough and a PCE analysis involving tens
of simulations is no more justified, due to higher computational cost. Thus, we moved directly
to the coupled study. Analogously to Chapter 4, the coupling between neutronics and thermal
fluid-dynamics triggers feedback effects. In this case, both density and Doppler feedback effects
are taken into account.

Despite it is conceptually similar to the CNRS benchmark and the overall set of involved
phenomena is the same, the complexity introduced with the geometry, turbulence models and
the presence of different materials increased considerably the computational time for the solution
of the mass, momentum, energy and transport equations. In addition, the thermal fluid-dynamic
code cannot solve the steady-state problem by itself. In fact, introducing a perturbation on the
inputs and starting form the nominal steady-state solution, it studies the transient it provokes,
which ends with the new steady-state solution. Hence, the first step of this analysis has the scope
of simplifying the calculation procedure, considering that it is applied to the PCE meta-model.

The set of inputs derives from Table 5.1, having discarded the ones which are supposed
to be irrelevant thanks to single-physics (neutronics-only) analysis. Mean values are, as usual,
coincident with the nominal ones. Distributions are set as normal for all quantities except for
P and γ. The variance on the macroscopic fission cross section can be found with a good
accuracy by solving a transport equation, using a proper code. However, the implementation
cannot be done in an adequate time. Finding analogous studies in literature was a second
option. However, variances need to be calculated considering almost the same energy groups
for the same nuclides. Unfortunately, the combination of a peculiar fuel salt composition (with
235-U, Pu and not well specified Minor Actinides) and values for energy groups that do not fit
the models (e.g. [29]) prevent to choose reasonable values for the variance. Thus, the default
standard deviation is assigned to each input, except for the salt thermal conductivity k. From [8]
its value is (1.7± 0.4) W/(mK), where ± 0.4 W/(mK) can be interpreted as a standard deviation
(i.e. the relative standard deviation is about 23 %). Table 5.6 summarizes the set of inputs for
the coupled thermal fluid-dynamics and neutronics case.

5.3.1 Strategy for the computational time reduction

As mentioned, the coupling is achieved by iterating the neutronics and the thermal fluid-dynamic
code. Some seconds (or more often fractions of second) of the system evolution are analyzed
by the thermal fluid-dynamic code. After the flow and temperature field are computed, the
neutronics code updates the neutron distribution, as well as the power distribution produced
by fissions, since the fission power is fixed. Once the neutron flux is obtained, and the keff
is computed, the thermal fluid-dynamic code is started again to simulate the salt flow with
different neutronics inputs. The process goes on until a satisfactory convergence is reached.
Since we want obtain a steady-state solution, the starting point of the pseudo-transient is the
steady-state solution with nominal values. As the PCE model introduces more or less small
perturbations, the convergence to the new steady-state solution starting from the nominal one
should be enhanced. Unfortunately, the number of iteration needed to obtain the steady-state
solution with an appropriate accuracy is not known, as well as the total computational time.
Especially the computational time of the neutronics code seems to be affected by the variation of
cross sections and system temperature. In fact, a high number of iteration of the power method
are needed to compute the neutron flux (and keff ). To estimate the computational time and
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the number of iterations, a preliminary simulation is performed assuming the widest variation of
inputs which maximizing the maximum temperature and minimize the effective multiplication
factor. Considering the PCE model with Smolyak sparse grid using level 3 cubature rules,
the maximum variation of these 8 inputs can be estimated. Conservatively, assuming to have
all maximum possible inputs variation at the same time, a test simulation is run. The set of
perturbed inputs is showed in Table 5.7, reporting percentage variation with respect their mean
value.

The parameters we monitor to ensure the conclusion of the transient are the maximum,
minimum and average temperature, the power balance and the maximum temperature derivative
in the whole system. Turbulence quantities may prevent the algorithm to converge, thus the
time step is limited to 2 ms.

Parameters that appear in the energy conservation equation have an impact on the tempera-
ture field, but they indirectly affect the flow field, by enhancing or decreasing the mixing and/or
the natural convection. Thus, varying only energy-related parameters can have an effect on the
flow field, which varies from the nominal steady-state scenario to the new ”perturbed” one.
However, in Chapter 4.3.1, the buoyancy effect (natural convection) is related to the thermal
expansion coefficient βexp. Despite the CNRS benchmark has not any device to generate forced
convection, the enhanced buoyancy had a negligible effect on the maximum temperature with
respect to more temperature-related parameters, such as γ or P. This is even more realistic
in the MSFR, where the salt moves thanks to the forced circulation. In other words, we can
expect that the flow field does not vary sensibly during the pseudo-transient and, thus, it is
approximately equal to the one of the nominal steady-state solution. In this way, the thermal
fluid-dynamic code has to solve only the energy equation, hence being much faster.

The main task is to quantify this approximation. We run two simulations: the first one,
from now on called WithFlow, solves the complete flow field, as well as other equations (i.e.
energy conservation, neutron transport...), whereas the second one (NoFlow) assumes the flow
field equal to the one in nominal steady-state solution, solving only the energy equation for the
thermal fluid-dynamic part. Figures 5.3, 5.4, 5.5 and 5.6 compare the pseudo-transient in both
cases showing (respectively) the evolution of the maximum temperature time derivative in the
system, the maximum, minimum and average temperature, the power balance, and the effective
multiplication factor.

Due to high computational efforts, the WithFlow is stopped after simulating 10.8 s. The
total computational time was more than 88 h, parallelizing DGFlows on 20 processors. On the
other hand, the NoFlow simulation took less than 62 h to simulate 18.6 s.

Analyzing the plots, it is evident that for each quantity we chose, the evolution for both
NoFlow and WithFlow are practically superposed, except for the maximum temperature. How-
ever, the maximum temperature assumes conservative values since it is overestimated. Espe-
cially studying Figure 5.6, the keff reaches the steady-state solution after about 20 iterations,
which corresponds to approximately 12 s. Corresponding to that time, all other quantities have
already reached the steady-state solution. In addition, Figure 5.3 shows that the maximum tem-
perature variation deriving from simulating another second of transient is below 0.1 K (at 12 s),
completely negligible considering temperature variations due to the presence of stochastic in-
puts. Taking 12 s as a good compromise, Table 5.8 reports errors on both the NoFlow/WithFlow
approximation and the ”steady-state” approximation. For the generic quantity Q, we defined
the errors eNF/WF as the error related to the NoFlow/WithFlow approximation and eNF as
the error related to the approximation of the NoFlow simulation to 12 s. They are computed as

eNF/WF =
|QNF (10.8s)−QWF (10.8s)|

QWF (10.8s)
and eNF =

|QNF (12s)−QNF (18.6s)|
QNF (18.6s)

. (5.1)
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Table 5.6: List of relevant-only parameters for the MSFR. Distributions, mean values and
standard deviations are specified.

Symbol Units Distribution Mean RSD

cp J/(kgK) normal 1594 5%

k W/(mK) normal 1.7 23%

γ W/(m3K) uniform 1.995× 107 20%

Power W uniform 1.875× 108 20%

Σf,2 cm−1 normal 2.517× 10−3 5%

Σf,3 cm−1 normal 1.805× 10−3 5%

Σf,4 cm−1 normal 2.618× 10−3 5%

Σf,5 cm−1 normal 5.200× 10−3 5%

Figure 5.3: Maximum temperature time derivative during the pseudo-transient. If multiplied by
the dt, it indicates the temperature variation in that time interval. Choosing a threshold, the
required number of simulation time can be chosen.

(a) Tmax (b) Tmin (c) Tave

Figure 5.4: (a) Tmax evolution during the pseudo-transient. It shows when the steady state for
this response is reached. In addition, for this temperature the NoFlow approximation appears
to be conservative. (b) Tmin evolution during the pseudo-transient. It shows that after 10 s the
temperature transient ended. (c) Tave evolution during the pseudo-transient. After an initial
transient (up to 10 s), the average temeperature reaches steady-state condition.
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(a) NoFlow power balance (b) NoFlow/WithFlow Pout comparison

Figure 5.5: (a) Evolution of the power balance during the pseudo-transient. The input power
is the one produced by fissions and it is set to 115 % of the nominal value, whereas the output
power, transferred in th HX increases progressively. The transient ends after 11 s (b) Output
power evolution comparison between NoFlow and WithFlow. Both transients are superposed,
and no evident differences appears

Figure 5.6: Effective multiplication factor comparison between NoFlow and WithFlow simula-
tion. They are superposed for the whole transient, showing no evident errors caused by the
approximation. keff is evaluated at the beginning of each iteration. After 20 iterations (corre-
sponding to 12 s) it assumes a constant value.
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Table 5.7: Perturbed inputs for the computational time reduction test case. They are adopted
both int the Withflow and NoFlow case. They are chosen to maximize the maximum temperature
and minimize the effective multiplication coefficient.

cp k γ P Σf,2 Σf,3 Σf,4 Σf,5

Relative variation [%] 86 86 86 115 91 91 86 86

where the comparison with the WithFlow takes 10.8 s as best estimation of the steady-state
solution.

From Table 5.8, the maximum error on the transient truncation belongs to the power and
it is 0.1 %, negligible with respect to the relative power increase (15 %). Then, as evident, the
highest error on the NoFlow approximation is corresponds to the maximum temperature, again
order 10−3, thus acceptable.

Despite the computational cost is reduced of 37 h between NoFlow and WithFlow, it is not
enough to complete 161 simulations in a sufficiently short time. It is fundamental to allow a
parallelization of simulations, hence reducing the number of processors needed per simulation.
These computational times are achieved by using the maximum number of processors to speedup
the thermal fluid-dynamic code, but in this way it is possible to run only one simulation at a
time. Especially in the first seconds of the transient, the neutronics code, which runs on single
core, takes several hours to compute the new neutron distribution and the keff . It is, in
fact, the calculation bottleneck, during the first iterations, as shown in Table 5.9. However,
DGFLows computatioanal time is much lower since it exploits 20 processors (the speedup is
linear if the processors’ number is higher than 2, i.e. doubling the number of processors halves
the computational time). Because the biggest variations appear until 6 s, according to Figures
5.4 and 5.5, updating the temperature field every 0.6 s is redundant since small temperature
differences generate minimal feedback effects. Thus, a way to reduce the computational time
is to use longer time steps, while performing a very long first iteration with the thermal fluid-
dynamic code in order to dump the temperature (and power) transient.

Finally, the coupling is performed using 5 iterations, with the first one simulating the first 4 s.
The magnitude of the time step is increased to 5 ms, not being limited by turbulent quantities,
and the number of time steps is chosen such that at the end of the 5th iteration 12 s are simulated.

Table 5.8: Table with error estimators introduced with the NoFlow/WithFlow approximation and
the presence of the pseudo-transient. The maximum error on the transient truncation belongs
to the power and it is 0.1 %, negligible with respect to the relative power increase (15 %). Then,
as evident, the highest error on the NoFlow approximation is corresponds to the maximum
temperature, again order 10−3, thus acceptable.

eNF,end eNF/WF

Tmax 1.0× 10−4 1.1× 10−3

Tmin 3.5× 10−5 3.9× 10−6

Tavg 7.4× 10−5 3.3× 10−5

Pout 1.0× 10−3 6.2× 10−6

keff 4.7× 10−6 4.2× 10−6
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Table 5.9: Computational time comparison between DGFlows and PHANTOM-SN in the NoFlow
simulation running with DGFlows parallelized on 20 processors. In the first iterations,
PHANTOM-SN represents the calculation bottleneck.

Iteration number 1 2 3 4 5 7 10 13 18

PHANTOM-SN (h) 15.0 11.1 3.40 1.73 1.00 1.00 0.84 0.90 0.65

DGFlows (h) 0.30 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13

Check on the submission performance. Actually, the previous analysis is very conserva-
tive. The set of inputs is perturbed simultaneously with the sharpest variation. This condition
never happens in the generation of abscissas in the PCE code, having only some of them (and
more often only one or two) varying at the same time. Consequently, the computational time
needed to complete the pseudo-transient is lower or it reaches the steady state before simulating
12 s. Especially in cases in which only the cross sections are modified, the temperature field is
affected only by feedback effects, which have a secondary role in the physics of the problem.
As evident from Figure 5.3, we assumed no relevant contribution to the temperature if the
maximum derivative is below 1× 10−1 K s−1. After having performed 2 iterations, a check is
introduced at the end of the third one to see if the residuals are below that threshold and if
there where significant variations of keff between the second and the third iteration, setting a
threshold of 1 pcm. It is expected that simulations in which only neutronics-related values are
varied can be stopped after 3 iterations, since only feedback effects have to be applied during
the calculation of the new temperature field. As simulations ended, it was noticed that the
thermal conductivity had almost no effects on the temperature field, without generating any
sort of transient. Analyzing the set of perturbed inputs produced by the PCE code, 56 sets
over 161 see only variations in the fission cross sections and in the thermal conductivity, and
performing 5 iterations is potentially useless. Generally, each iteration after the second one
takes approximately 1.5 h, which implies a 3 h saving per simulation (stopping the codes at the
third one when needed), for a total of 168 h for 56 simulations. Unfortunately, this control was
not automatized and only a half of those simulations (27) where stopped. Finally, the total
computational time for the 161 simulations was about 14 days.

5.3.2 Results: single-value temperatures

Differently from Chapter 4.5.2, a comparison with the reference MC sampling was not possible,
due to the much higher computational efforts. However, using level 3 gauss quadrature rules
and knowing that the corresponding number of nodes is 5 (n3 = 5), it is possible to integrate
exactly polynomials up to order 2n3 − 1 = 9, which implies that it is possible to approximate
the response using polynomials up to order 4 (being the integrand the product of the response
and the basis, which have both maximum order 4).

For what concerns responses, the maximum, minimum and average temperature are ana-
lyzed, along with the whole temperature filed. However, the temperature field is approached
differently in the next Section.

Maximum temperature. Figure 5.7 represents the maximum temperature pdfs, comparing
order 3 and 4 PCE approximations with 105 samples each. Despite order 3 polynomials were
proven to be sufficient to approximate the solution is the CNRS benchmark case, the order 4
polynomial seems to be the best compromise in this case. Analyzing expansion coefficients,
fourth order terms derive from interaction among thermal-hydraulic and neutronics parameters
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and, thus, they can be associated to feedback effects. Taking fourth order polynomials, the
mean value is 1083 K (very near to the nominal coupled steady-state) with a variance of 478 K2,
almost one eighth with respect to the CNRS benchmark coupled case. Its shape is far from
a normal distribution, as evident from Figure 5.7(b), not only at tails but also in the central
region. In the interval [1050 K; 1100 K] the pdf is nearly uniformly distributed.

The maximum temperature appears on the symmetry axis in proximity to the upper reflec-
tor. It is much less sensitive to a variation of inputs, especially from the energy-related ones
(e.g. power and heat transfer coefficient), as evident in Table 5.10 where sensitivity indices are
reported. This may be caused by the radical changes in the domain geometry and features.
Differently from the CNRS benchmark, heat is transferred to a secondary system only in a
small region of the domain (i.e. the heat exchanger), which is very far from the point in which
the maximum temperature appears. In fact, γ total sensitivity index is only 0.05, even lower
than cp. Vice versa, the reactor power P is the term with the highest contribution, with a total
sensitivity index of 0.85 .It confirms what found in the analogous case of the CNRS bench-
mark (Table 4.14). The maximum temperature was very sensitive to P, and now it is much
more evident. In addition, sensitivity indices confirm neutronics parameters give no contribu-
tions to the maximum temperature, despite high fouth order expansion coefficients. It worth
to notice that the thermal conductivity, the last thermodynamic parameter, has a sensitivity
index of the same order of magnitude of neutronics parameters. Finally, it can be showed that∑

i Stot,i = 1.028 ≈ 1.

Table 5.10: Sensitivity indices for the maximum temperature in the MSFR domain. P and γ
have strongest influence on the response, while other thermodynamic properties and neutronics
parameters can be neglected. Being located near the reflectors, it is much more sensitive to
the power rather than the heat transfer coefficient. Second or higher order interactions can be
neglected.

P γ cp k Σf,2 Σf,3 Σf,4 Σf,5

Si 8.38× 10−1 4.23× 10−2 9.72× 10−2 1.76× 10−9 1.99× 10−9 1.81× 10−7 1.26× 10−6 2.32× 10−6

Stot 8.54× 10−1 4.72× 10−2 1.05× 10−1 4.53× 10−3 4.53× 10−3 4.53× 10−3 4.53× 10−3 4.53× 10−3

Minimum temperature. The minimum temperature statistical behavior can be interesting,
because the salt can solidify below 858 K, as indicated in Chapter 1.1.2. The reactor is sized to
have a minimum temperature sufficiently higher with respect to this limit. In fact, the minimum
temperature the primary system can reach is the minimum temperature of the secondary loop,
which is 908 K, thus making the solidification impossible even in case of stochastic data, while
ensuring at least a temperature difference of 15 K between primary and secondary side (in
nominal conditions the minimum temperature of the primary system is 650 ◦C). However, The
statistical analysis on the minimum temperature can be relevant also to study the performances
of HX (e.g. guarantee 15 K as minimum temperature difference with a probability higher than
99 %).

Figure 5.8 reports the minimum temperature pdfs, comparing order 3 and 4 PCE approx-
imations with 105 samples each. Comments made for the maximum temperature are valid in
this case too. Then, the order 4 polynomial are taken as best compromise. Its mean value
is 924 K (equal to the nominal value in the non-stochastic case) , while the variance is 26 K2.
Since the lowest temperature possible is set by boundary conditions, this reflects on the mean
value and variance, and consequently on the pdf shape. In fact, below 920 K the pdf sharply
goes to zero. Figure 5.8(b) shows the pdf shape is nearly normal in the central region, but it is
far from a normal distribution especially at tails.
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Considering the heat exchanger constraint mentioned previously, the probability of having
a minimum temperature difference of 15 K is 53.2 %, while, fixing the minimum probability to
99 %, the temperature difference is 8.4 K, which may be too low depending on the kind of HX
and on the operational mode.

Sensitivity indices are reported in Table 5.11. As mentioned, the minimum temperature is
found in the HX, far from the region in which the vast majority of fission reactions happens
and where the temperature decrease is determined by the heat transfer coefficient. Thus, it is
meaningful to see that γ total sensitivity index is by far the highest (above 0.8), whereas the
power one, which is still relevant, plays a secondary role, along with the cp. Analogously to
Table 5.10, all other parameters have negligible effects with respect to γ, but in this case they
are of the order of 10−2J . In this case,

∑
i Stot,i = 1.179, which cannot be approximated to 1.

The strongest second order contribution comes from the interaction between thermal-hydrulic
parameters and neutronics one, confirming relevant effects of feedback.

Table 5.11: Sensitivity indices for the minimum temperature in the MSFR domain. P and γ have
strongest influence on the response, whereas other thermodynamic properties and neutronics
parameters first order interactions can be neglected . However, total sensitivity indices show
clear importance of second or higher order interactions. Being located in the heat exchanger,
the minimum temperature is much more sensitive to the heat transfer coefficient rather than the
reactor power.

P γ cp k Σf,2 Σf,3 Σf,4 Σf,5

Si 1.27× 10−1 6.86× 10−1 3.89× 10−2 2.16× 10−8 2.16× 10−8 2.18× 10−8 2.15× 10−8 2.23× 10−8

Stot 2.19× 10−1 7.24× 10−1 7.68× 10−2 3.18× 10−2 3.18× 10−2 3.18× 10−2 3.18× 10−2 3.18× 10−2

Average temperature. Figure 5.9 shows the average temperature pdfs, comparing order
3 and 4 PCE approximations with 105 samples each. Using the same logic of maximum an
minimum temperatures, order 4 polynomials are considered as best approximation. The mean
value is 966 K with a variance of 73 K2. The pdf shape is nearly normal in the central region,
but evident discrepancies appears near the tails.

Sensitivity indices, reported in Table 5.12, are more interesting to analyze. As usual, fission
cross sections and thermal conductivity have negligible effects on the average temperature. On
the other hand, the sum of reactor power and the heat transfer coefficient first order sensitivity
indices is higher than 0.91. However, the power has twice the effect on the average temperature
with respect to γ, because the region in which it is significantly perturbed by the heat transfer
coefficient is limited to the heat exchanger. Despite the salt specific heat has a total sensitivity
index in between the relevant (i.e. P and γ) and irrelevant parameters (i.e. Σf,2−5 and k), its
contribution is negligible with respect to the power and the heat transfer coefficient. In fact,
changing cp does not change considerably the mean temperature.

Finally,
∑

i Stot,i = 1.078, which can be arguably approximated to 1.

5.3.3 Results: temperature field

Data regarding the temperature filed are available as averaged temperatures on the volumes
center of mass, as well as their coordinates. Solid components, such as reflectors and blanket,
have their own temperature field, but it is set by default (uniform 900 K) because the neutronics
code needs a temperature to define the cross sections, while heat conduction in the solid is not
taken into account. Thus, these components are excluded from the analysis.
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(a) (b)

Figure 5.7: (a) Maximum temperature pdfs, comparing order 3 and 4 PCE approximations with
105 samples each. Despite order 3 polynomials were proven to be sufficient to approximate the
solution is the CNRS benchmark case, order 4 polynomial seem to be the best compromise in
this case. (b) Normal probability plot on the fourth order polynomial PCE approximation. Its
shape is far from a normal distribution not only at tails but also in the central region.

(a) (b)

Figure 5.8: (a) Minimum temperature pdfs, comparing order 3 and 4 PCE approximations with
105 samples each. Despite order 3 polynomials were proven to be sufficient to approximate the
solution is the CNRS benchmark case, order 4 polynomial seem to be the best compromise in
this case. (b) Normal probability plot on the fourth order polynomial PCE approximation. The
curve follows a normal distribution in the central region whereas discrepancies appear at tails.
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Table 5.12: Sensitivity indices for the average temperature in the MSFR domain. P and γ
have strongest influence on the response, while other thermodynamic properties and neutronics
parameters first order interactions can be neglected. However, total sensitivity indices show
clear importance of second or higher order interactions. Its sensitivity to the power and the heat
transfer coefficient is in between the maximum and minimum temperature.

P γ cp k Σf,2 Σf,3 Σf,4 Σf,5

Si 6.15× 10−1 3.08× 10−1 1.11× 10−2 7.39× 10−9 1.98× 10−8 5.16× 10−8 3.45× 10−8 5.68× 10−9

Stot 6.56× 10−1 3.25× 10−1 2.49× 10−2 1.15× 10−2 1.15× 10−2 1.15× 10−2 1.15× 10−2 1.15× 10−2

The PCE code created an approximation for each averaged value (53000 elements), along
with the calculation of the sensitivity indices. The temperature field analysis is performed
differently from the single values responses. For this kind of applications, knowing the tem-
perature field is particularly important to ensure salt chemical stability, satisfactory structural
material properties, effectiveness of heat exchange between primary and secondary loop. Hav-
ing assumed stochastic inputs, the whole temperature field is not exactly determined, but it is
subjected to oscillations in each node. It may be relevant to quantify the probability such that
the temperature is lower than a threshold in each volume. In alternative, volumes which have
a temperature lower than a threshold, with a prescribed probability, may be highlighted. This
last case is taken into consideration.

As an example, the previous procedure is applied adopting a probability of 0.95 and 650 ◦C or
750 ◦C as threshold temperatures. They are inlet and outlet temperatures in the HX (following
[23]). This probabilistic analysis is performed to discover possible variation from the nominal
design condition, pointing out whether and where there are discrepancies.

Figure 5.10 shows volumes belonging to the salt, HX and the pump, assuming 750 ◦C.
Considering this temperature, Figure 5.10(a) reports the probability in each volume of having
a temperature below this value. Despite in the majority part of the domain it is impossible
that the temperature is higher than the threshold (i.e. the probability to be above is 1), there
are wide regions, near the upper reflector in which the probability is far below 95 % or even
0. This is reasonable because, even considering non-stochastic inputs in the same areas, the
temperature is higher than 750 ◦C since the maximum temperature in the domain is not found
at the HX inlet. To be more clear, Figure 5.10(b) distinguishes regions in which the probability
is higher (blue) and lower (red) than 95 %. As known in the non-stochastic case, the pump
and the upper reflector are subjected to temperatures higher than 750 ◦C. On the other hand,
analyzing the inlet of the HX may be interesting. Figure 5.11 reports multiple sections of the
HX at different heights. Even 5 cm after, there is a wide portion in which the probability is
below 95 %, which becomes negligible 5 cm downstream. This implies that at least the first
10 cm are subjected to temperature higher or equal to 750 ◦C with high probability, which was
not predicted by non-stochastic simulations. Thus, stronger high temperature protection is
needed for this component.

Analogously, Figure 5.12 shows volumes belonging to the salt, HX and the pump, assuming
650 ◦C. Considering this temperature, Figure 5.10(a) reports the probability in each volume to
have a temperature above this value. There is a significant difference with the other threshold
since non-stochastic simulations do not accept a temperature lower than 650 ◦C (923 K) in the
whole domain. During the analysis on the minimum temperature, Figure 5.8(a) showed that
there was a non-negligible probability to have a minimum temperature below 923 K. This
aspect may be relevant, knowing that a margin from the eutectic point (858 K) is needed.
Assuming that 650 ◦C was chosen to ensure a tolerable temperature difference, there is an area
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in which there is a high probability it is not verified. Figure 5.12(b) reports regions in which
the probability to have a temperature above 650 ◦C is higher (red) or lower (blue) than 95 %.
The region below the HX outlet is interested by low temperature. Analogously to the previous
analysis, multiple HX sections are reported in Figure 5.13 in proximity of the HX outlet. In
fact, 9 cm above the outlet there is an area subjected to low temperature, which interests almost
the whole surface at the outlet.

5.3.4 Results: effective multiplication factor

The effective multiplication factor is the only response for the neutronics analysis. The pdfs
obtained with third and fourth order polynomials approximations and 105 samples, along with
the normal probability plot relative to the fourth order is reported in Figure 5.14. Differently
from the maximum, minimum and average temperatures, the pdf does not vary evidently if the
polynomial order increases. In fact, The pdf shape is a nearly perfect normal distribution, con-
firming the neutronics code is linear with negligible feedback effects on the response. However,
the normal probability plot, rlative to fourth order polynomial, shows deviations from normality
at tails probably due to small contributions of feedback effects, which was never found before.
The mean value is 1.00977, near to the nominal 1.00998, with a variance of 2.070× 10−4. It is
lower than the de-coupled case (2.220 × 10−4) highlighting that density/Doppler feedback has
a positive effect on the system, reducing the variance (i.e. thanks to feedback, where the fission
reactions increase the temperature increases, reducing the density, which reduces the proba-
bility of having fissions). Thus, analyzing the variance in de-coupled simulations is not only
faster, but also slightly conservative. On the other hand, differently from the temperatures, the
variance computed in MSFR is higher than the CNRS benchmark at least in de-coupled sim-
ulations (1.96× 10−4). This fact should encourage the research to quantify more precisely the
uncertainties related to the fission cross sections. Confirming what found for the CNRS bench-
mark, thermal fluid-dynamic parameters have negligible effects on the keff , as showed from
the sensitivity indices in Table 5.13. In fact, despite P and γ had a strong effect on tempera-
tures, here they are completely negligible with respect to fission cross sections, underlining the
fact that feedback effects have secondary consequences with respect to more neutronics-related
parameters. Finally,

∑
i Stot,i = 1.002, which ensures ensure small contribution of second or

higher order interactions.
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(a) (b)

Figure 5.9: (a) Average temperature pdfs, comparing order 3 and 4 PCE approximations with
105 samples each. Despite order 3 polynomials were proven to be sufficient to approximate the
solution is the CNRS benchmark case, order 4 polynomial seem to be the best compromise in
this case. (b) Normal probability plot on the fourth order polynomial PCE approximation. The
curve follows a normal distribution in the central region whereas discrepancies appear at tails.

(a) (b)

Figure 5.10: (a) Lateral view of the core and HX domain. It reports probability in each volume
of finding a temperature lower than 750 ◦C. Despite in the majority part of the domain it is
impossible that the temperature is higher than this threshold , there are wide regions, near the
upper reflector in which the probability is very low or even 0. (b) Distinction between regions
in which the probability is higher (blue) and lower (red) than 95 %.
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Figure 5.11: Multiple views of the HX. Fixing 750 ◦C as threshold temperature, blue polygons
represent volumes in which the probability is below this threshold 95 %, while blue ones above
it. As energy is progressively transferred to the secondary loop, the salt cools down increasing
the probability to have a temperature below the threshold. Despite these volumes are far from
external boundaries, it is clear that even inside the HX there is a high number of surfaces for
the energy transfer between primary and secondary loop. In addition, first 10 cm are subjected
to temperature higher or equal to 750 ◦C with high probability.

(a) (b)

Figure 5.12: (a) Lateral view of the core and HX domain. It reports probability in each volume of
finding a temperature lower than 650 ◦C. Even if it was not predicted by non-stochastic analysis
since they fixed , 650 ◦C as minimum temperature, there is an area (bottom part of the reactor)
in which the probability is well below 1. (b) Distinction between regions in which the probability
is higher (red) and lower (blue) than 95 %.
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Figure 5.13: Multiple views of the HX. Fixing 650 ◦C as threshold temperature, red polygons rep-
resent volumes in which the probability is above this threshold with95 %, while blue ones below
it. As energy is progressively transferred to the secondary loop, the salt cools down increasing
the probability to have a temperature below the threshold. Despite 650 ◦C was set as minimum
temperature in non-stochastic calculations, in the bottom part of the HX there is a high proba-
bility it is below this threshold. In fact, last 10 cm are subjected to temperature lower or equal
to 650 ◦C with high probability.

(a) (b)

Figure 5.14: (a) keff pdfs obtained with third and fourth order polynomials approximations
and 105 samples. Differently from the maximum, minimum and average temperatures, the pdf
does not vary evidently if the polynomial order increases. (b) Normal probability plot on the
fourth order polynomial approximation. Due to model linearity and negligible feedback effects,
the response is almost perfectly normally distributed, except at tails.

Table 5.13: Sensitivity indices for the effective multiplication factor. Fission cross sections have
the strongest contribution on the response variance, whereas other thermal fluid-dynamic related
parameter have negligible influence. Second or higher order interactions can be neglected.

P γ cp k Σf,2 Σf,3 Σf,4 Σf,5

Si 6.03× 10−4 1.73× 10−4 2.62× 10−5 7.42× 10−11 9.76× 10−2 2.75× 10−1 2.66× 10−1 3.58× 10−1

Stot 1.67× 10−3 1.06× 10−3 5.24× 10−4 5.16× 10−4 9.81× 10−2 2.76× 10−1 2.67× 10−1 3.58× 10−1
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5.4 Summary

Based on the results on the CNRS benchmark, an analogous analysis is performed on the MSFR.
After having defined the computational domain, along with its mesh, the reactor model was built
with the thermal fluid-dynamic and neutronics code, considering new phenomena previously
excluded (e.g. turbulence, 3D geometry). Maximum, minimum and average temperature, as
well as the whole temperature field were chosen as relevant responses for the thermal fluid-
dynamic part, whereas the effective multiplication factor was chosen for the neutronics one.

Single-physics calculations were performed on the neutronics part only since it may allow
presumably a much more wide parameter reduction through the class approach. In fact, only
4 macroscopic fission cross sections energy groups (out of 6) were relevant according to the
analysis. On the other hand, the β and λ class (16 parameters total) were completely excluded
since they introduce a variance on keff at least five orders of magnitude lower than the Σf class.
The parameter ranking was not performed on the thermal fluid-dynamic only case, since the
computational time for each set of calculations is unsustainable compared to the effectiveness of
parameter space reduction. The whole set of inputs to perturb in the coupled case was 8. Before
approaching the coupled problem, a strategy for the computational time reduction had to be
defined. Considering the set of perturbed parameters, it was assumed that variation in the flow
field from the nominal steady-state to the generic perturbed simulation was negligible. Thus, a
test case was run in advance to ensure that this hypothesis is correct, setting up a simulation with
the maximum perturbed inputs. The simulation in which the momentum equations were solved
(WithFlow) was compared to the approximated one (NoFlow), showing errors below 10−3. This
test case was also used to determine other relevant calculation parameters, such as the time
step and the number of DGFlows/PHANTOM-SN iterations, as well as a conservative estimate of
the computational time for each simulation. In the most perturbed case, the computational
time was reduced to 38 h, running the simulation on a HPC using 2 processors, with a 5 ms
time step and 5 codes iterations. Having 8 inputs, OpenGPC needed 161 model evaluations to
build the PCE approximation with order 3 polynomials and a (Smolyak) sparse grid. The total
computational time was approximately 14 days.

Responses were examined building their pdf and normal probability plots, while sensitivity
indices were adopted to perform the sensitivity analysis . Due to the high computational time,
a MC evaluation was not possible. On the other hand, third and fourth order polynomials were
compared, showing that third order polynomials are no more sufficient to properly represent
the responses, in contrast to the CNRS benchmark. In fact, fourth order polynomials seem to
be the best choice in this case. Because of strong relevance of uniformly distributed inputs, the
maximum, minimum and average temperature were far from being normally distributed. Mean
values were very near to their nominal values, while the variance was between 2 and 8 times
lower than corresponding CNRS benchmark cases, due to significant changes in the geometry. In
fact, the power total sensitivity indices was higher than 0.85, whereas γ is irrelevant since it has
an effect only in the HX region, which is limited. On the contrary, the minimum temperature,
found in the HX, was very sensitive to γ, while P had a much lower contribution. The average
temperature was in a condition in between these two values, showing cp had a negligible contri-
bution along with other parameters excluding P and γ. The thermal conductivity had almost
no effects on the thermal-fluid dynamic parameters, even it had the highest relative standard
deviation, because of the predominance of turbulent phenomena. In addition, sensitivity indices
showed strong second or higher order contributions, especially for the minimum temperature,
because of relevant feedback effects.
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The temperature field was approached differently. Temperature values, averaged in each
volume, were used to build the PCE approximation for the whole field (53000 volumes). Then,
performing a random sampling, probability values such that the temperature was above 650 ◦C
or below 750 ◦C were computed and represented graphically on the whole domain. Despite
higher than 750 ◦C temperatures are foreseen is the reactor, first 10 cm of the HX were sub-
jected to higher temperature above the 5 % tolerance. On the other hand, slightly before the
HX outlet, the reactor was interested by low temperature even if it was not determined by
non-stochastic simulations (i.e.the minimum temperature was set to 650 ◦C). Thus, this region
may face too short margin from solidification, which can be potentially dangerous during tran-
sient scenarios, or, more probably, it can be subjected with non-negligible probability to low
temperature differences which guarantee satisfactory performances of the HX.

Finally, the effective multiplication factor was examined. Differently from the maximum,
minimum and average temperature, no relevant changes appear among different order approxi-
mations. Because of the model linearity and secondary effects of feedback, the pdf was almost
perfectly normally distributed, except at tails, with a mean value of 1.00976, near to the nomi-
nal one. The coupling with thermal fluid-dynamics code, thanks to the introduction of feedback
effects, reduces the variance on the keff . However it is higher than the one computed in the
CNRS benchmark case. Thermal fluid-dynamic parameters had negligible influence.

72



Chapter 6

Conclusions

In this thesis, a novel Uncertainty Quantification (UQ) method, the Polynomial Chaos Expan-
sion (PCE), was applied to the new generation IV reactor concept, the Molten Salt Fast Reactor
(MSFR), developed by EU in the context of the Horizon2020 SAMOFAR project. The UQ was
paired with variance-based sensitivity analysis, using sensitivity indices. The reactor model was
made with an in-house developed, multi-physics codes, DGFlows and PHANTOM-SN . OpenGPC,
equipped with Smolyak sparse grids, was adopted for the PCE construction. These tools were
exploited on two problems, the CNRS benchmark and the MSFR. The former was a test case
to understand the capabilities of both multi-physics codes and PCE code, testing it in case
of high inputs dimesionality. The latter was approached based on the experience of the test
case and represented the actual subject of this work. The maximum temperature (Tmax) and
the effective multiplication factor (keff ) were the analyzed responses for the CNRS benchmark,
whereas the minimum temperature (Tmin) along with the average temperature (Tave) and the
temperature field were added during the MSFR study.

The first application was a test case developed at CNRS/LPSC/Grenoble, and known as
the CNRS benchmark, which contains the main features of the MSFR, such as the precursors
motion, strong coupling between thermal hydraulics and neutronics, as well as fast neutron
spectrum. Single-physics and de-coupled simulations (neutronics with fixed nominal flow and
temperature fields, and fluid-dynamics with fixed nominal fission power density) were run in ad-
vance to limit the number of parameters, assuming that only a fraction of possible inputs affect
the response(s) in a non-negligible way. It was fundamental since the PCE needed an higher
number of model evaluations if the parameter space increases. The thermal fluid-dynamic part
showed that only the heat transfer coefficient γ introduced a perturbation on the maximum
temperature above 1 %. Two different approaches (the mean value and the class approach)
were introduced to perform the parameter ranking on the single-physics neutronics calcula-
tions, which counted about 70 inputs. The former approach divided inputs in classes, analyzing
a single (averaged) value representative of the whole class. The latter took the same classes
distinction but a PCE evaluation was performed on the whole set of inputs for each class. Un-
certainty quantification, combined with sensitivity analysis, performed with (Sobol’s) sensitivity
indices, found that only Σf,5, Σf,6 ν5 and ν6 gave relevant contribution to the keff , while others
were considered negligible. Steady-state multi-physics simulations on the CNRS benchmark
involved relevant-only thermal fluid-dynamic and neutronics parameters as well as the reactor
power. The number of needed model evaluations code was 97. Results were compared order 3
with (level 3 quadrature rule) and order 4 (level 4 quadrature rule) PCE approximation with
the reference MC sampling (obtained considering the same parameter space and 103 samples)
and they showed excellent agreement, while highlighting minimal differences between order 3
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and 4 polynomials for both responses, thus indicating third order polynomials were a good
compromise between efficiency (i.e. low number of model evaluations) and accuracy. Maxi-
mum temperature was mainly sensitive to thermal fluid-dynamic related parameters, while it
had almost no contribution from fission cross sections and fission yields. Its pdf had evident
deviation from the normal distribution at tails, due to non-linearity in γ and strong contribu-
tion of uniformly distributed inputs. On the other hand, neutronics-related parameters were of
primarily importance on the effective multiplication factor statistics, while it was insensitive to
thermal fluid-dynamics parameters. Due to secondary effects of feedback and the relevance of
normally-distributed only parameters, the response pdf is almost a perfect gaussian. It is worth
highlighting that the reference model needed around 1500 h to generate the 103 responses, while
the sampling on the PCE approximation required a few seconds for 106 samples.

Having established that the PCE method could be successfully applied to a simplified molten
salt reactor system, the analysis could be extended to the actual topic of this work, the MSFR.
New phenomena and features, such as turbulence and 3D geometry, were added for a complete
description of the system. The computational domain was chosen on the basis of the system
symmetry and several materials/components were distinguished with different material proper-
ties. Maximum, minimum and average temperature, as well as the whole temperature field were
chosen as relevant responses for the thermal fluid-dynamic part, whereas the effective multipli-
cation factor was chosen for the neutronics one. Single-physics calculations were performed on
the neutronics part only since it may allow presumably a much more wide parameter reduction
through the class approach. In fact, only 4 macroscopic fission cross sections energy groups
(out of 6) were relevant according to the analysis. On the other hand, the β and λ class (16
parameters total) were completely excluded since they introduce a variance on keff at least five
orders of magnitude lower than the Σf class. The parameter ranking was not performed on
the thermal fluid-dynamic only case, since the computational time for each set of calculations
was unsustainable compared to the effectiveness of parameter space reduction. The whole set
of parameters was composed by 8 inputs, including thermal fluid-dynamic ones (i.e. power,
heat transfer coefficient, salt specific heat and salt thermal conductivity), requesting 161 model
evaluations, according to the PCE code (adopting order 3 polynomials and a sparse grid). De-
spite the low number of simulations, they were too computational expensive to be performed in
acceptable amount of time. Considering the set of perturbed parameters, it was assumed that
variation in the flow field from the nominal steady state to the generic perturbed simulation
was negligible. Thus, a test case was run in advance to ensure that this hypothesis is correct,
setting up a simulation with the maximum perturbed inputs. The simulation in which the mo-
mentum equations were solved (WithFlow) was compared to the approximated one (NoFlow),
showing errors below 10−3. This test case was also used to determine other relevant calculation
parameters, such as the time step and the number of DGFlows/PHANTOM-SN iterations. In the
most perturbed case, the computational time was reduced to 38 h, running the simulation on a
HPC using 2 processors, with a 5 ms time step and 5 codes iterations. With these settings, the
total computational time was approximately 14 days.

Comparison with the MC reference was not possible due to the high computational time.
However, computing the approximation with several polynomial orders showed that fourth order
polynomials are more appropriate to represent the results, in contrast with the CNRS bench-
mark, where third order was sufficient. Maximum, minimum and average temperature had
mean values near their nominal one, while their variances were between 2 and 8 times lower
than the CNRS benchmark case. Their distributions were far from normal due to the high
relevance of uniformly distributed parameters. Sensitivity indices proved neutronics inputs had
significant effects, being related to fourth order terms. In addition, the salt thermal conduc-
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tivity had negligible contributions, even it had the highest relative standard deviation. Power
and the heat transfer coefficient were the most relevant inputs, but their contributions widely
varied depending on the response. The power had a total sensitivity index higher than 0.85
on maximum temperature, whereas γ is irrelevant since it has an effect only in the HX region,
which is limited. On the contrary, the minimum temperature, found in the HX, is very sensitive
to γ, while P has a much lower contribution. The average temperature is in a condition in
between these two values. The specific heat sensibly contributed to the variance only in the
maximum temperature case, in which it was even stronger than the heat transfer coefficient.

The temperature field was approached differently. The PCE approximation was built for
each volume. Then, performing a random sampling, probability values such that the tempera-
ture was above 650 ◦C or below 750 ◦C (outlet and inlet temperature on the HX) were computed
and represented graphically on the whole domain. First 10 cm of the HX were subjected to tem-
perature higher than 750 ◦C. In addition, slightly before the HX outlet, the reactor was inter-
ested by temperature below 650 ◦C with non-negligible probability even if it was not determined
by non-stochastic simulations, being exposed to solidification and scarce performances.

Finally, the effective multiplication factor was examined. The mean value was near to the
nominal one, and its variance reduces with respect to the de-coupled case, thanks to the presence
of feedback effects, but it was higher than the CNRS benchmark coupled simulations. Because
of the model linearity and secondary effects of feedback, the pdf is almost perfectly normally
distributed. Thermal fluid-dynamic parameters had negligible influence, as found in the CNRS
benchmark case.

In conclusion, PCE method was successfully applied to the MSFR, both on a ad-hoc test
case and on the actual design. The CNRS benchmark has proven to be representative of the
MSFR behavior even from the sensitivity analysis point of view. Thermal hydraulic-related
responses were mainly affected by the power and heat transfer coefficient, while weakly by
thermodynamic properties. On the other hand, the effective multiplication factor was strongly
perturbed by fission cross sections and fission yields, while it was insensitive to any other input.
Order 3 polynomials approximations seemed adequate for the case, being the response slightly
non-linear only in rare instances, whereas fourth order polynomials for the MSFR, since it
had stronger feedback effects. The temperature field was analyzed, representing results in an
alternative way, giving suggestions on weaknesses of components from a probabilistic point of
view.

Despite a 23 % relative standard deviation was assigned to the thermal conductivity, the vari-
ance introduced to each response was negligible, thus spending resources for an improvement
in its statistic information is not only irrelevant, but also ineffective in reducing the system
uncertainties. On the other hand, the specific heat had a relevant impact on the maximum
temperature which is a fundamental parameter that has to be considered carefully during the
design process. Power, heat transfer coefficient, and fission cross sections had a dominant role
in the response variance determination, needing a deeper and more realistic analysis. In partic-
ular, fission cross sections introduced big oscillations on the effective multiplication factor (±
2500 pcm), even higher than the CNRS benchmark test case, which is not tolerable for such
applications. The power and the heat transfer coefficient were assumed uniformly distributed
with a default standard deviation in absence of additional information. The next step of steady-
state analysis may consist of introducing better approximation of their statistical behavior or
even studying them as epistemic variables with other methods. Further studies are thus rec-
ommended, expanding the space of parameters, especially the thermal fluid-dynamic one. Salt
density and flowrate/pressure jump in the pumps were not assessed in this study for lack of time,
but they have presumably deep impacts on responses while needing at the same time stronger

75



computational efforts. However, performing more detailed analysis should require a deeper
knowledge about the MSFR design (e.g. maximum/minimum power excursion, performances
of control systems, additional features of heat exchangers) and more detailed information about
the statistical properties of inputs, especially variances. Among all, fission cross sections seem
to be of primary importance from this point of view. This study suggested to focus on groups
3,4 and 5 especially (i.e. between 0.7 keV and 0.5 MeV), which approximately corresponds to
the resonance region, being almost 85 % of the variance concentrated here.

Transients, especially accidental ones, were not treated, but they are fundamental for the
whole design process. Detailed analyses on those aspects are, thus, strongly recommended.
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Appendix A

Details on communication scripts

The submission process using nested submissions is not straightforward due to the absence of
qsub and qstat functions on slave nodes. Thus, the correlations between Python scripts and the
cluster may be strong. Here it is presented a detailed description of Python scripts to clarify
their mechanism and interactions.

The following list is organized distinguishing two main processes, the job submission and
the acquisition of outputs.

• Submission process.

– PrepareSubmission. The script is called by the MATLAB R© code, after it saves the
structure in which all relevant information are present (SampleStructure). The script
takes the abscissas, already re-scaled with their mean value and standard deviation,
as well as the set of variable names and the set of indices corresponding to the
calculations to perform. Then, since there can be folders with results of previous
calculations, it deletes all the calculations folders. Subsequently it creates a number
of folders with unique names equal to the number of calculations it has to submit
lately. It creates a list containing the number of the i-th calculation, the vector of
the variables names subjected to the UQ study, the vector of perturbed abscissas.
For each line of the list it sends the i-th line as an input for the SubmitCalculation
script. Inside this loop, a check on the number of submitted calculations is present.
Since it can be interesting and useful for the reader, it is reported here:

Nsimul =int(subprocess.check output(”ssh -o StrictHostKeyChecking=no -o
UserKnownHostsFile=/dev/null -o LogLevel=QUIET Proper HPC ’qstat -u User-
name — grep R -c’ ”, shell=True))

Where Username has to be substituted with the personal username account, while
Proper HPC is the address of the HPC. The command ’qstat -u Username — grep R
-c’ counts the number of jobs belonging to that Username. Since it contains a qstat
command and it is run on a slave node, the line ssh -o StrictHostKeyChecking=no -o
UserKnownHostsFile=/dev/null -o LogLevel=QUIET Proper HPC should be added
to come back temporarily on the master node It is important that each command
performed on the master node is written in the same line. Two or more commands
on the master node cannot be performed in this way. Then the command subpro-
cess.check output takes the output, which normally is only displayed (string type).
Finally it is converted in integer.
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This value is compared with a customer se maximum number of parallel submissions.
If the submissions number is lower than this threshold, the scripts calls SubmitCal-
culation.

– SubmitCalculation. It receives the i-th submission line. It is a list type object con-
taining the input matrix line, the index of that line, the variables names and a proper
index corresponding to that submission line. This last parameter is necessary to syn-
chronize the submission line with its folder. As mentioned, calculation folders are
created in advanced. However, by using an optional function in the PCE code, some
preliminary model evaluations are performed to select responses with values above
a given threshold. Some of this evaluations can be in common (i.e. they have the
same inputs) with the actual set of submissions. Since the response(s) were already
evaluated, the code does not submit that job, jumping that folder. The index takes
into account this fact, avoiding overwriting folders which still contain the outcomes
of the simulations.

The following script sections contains the whose set of nominal values belonging to
the widest set of variables. For example, in Chapter 4.1 we defined the 70 different
inputs for both neutronics and thermal fluid-dynamics. Using the class approach
only a fraction on them were subjected to uncertainty quantification. The scripts
has the nominal values of all those variables. Thanks to the vector of variables names,
the scripts recognizes which variables are subjected to the UQ study, assigning to
the others their nominal value. Then, it collects the complete set of variables and
it starts to modify the inputs. In this way the input files may be modified with the
same value, since that parameter still has its nominal value. This procedure was
adopted to generalize the script, without considering a modification every time the
set of inputs plugged in the PCE model were changed.

Afterwards, each input file containing a potentially random variable is modified. The
modification process involves: a) opening that file in reading mode and a new one in
writing mode. Then, it scrolls the whole file copying each line in the new one except
for the one that contains the input, which is substituted with the updated value.
Finally, both files are closed and the new one is transferred to the calculation folder.

The submission to the cluster is performed with a command similar to the one to
obtain the number of simulations. In fact, we are still working on processors, thus,
not having the qsub command. Since we need to retrieve the jobID, this time it is not
possible to write all commands in one line and an additional script (SubmissionAux )
is called instead of writing it in a single line.

– SubmissionAux. It communicates with SubmitCalculation, which runs on a processor,
through .txt files, since SubmissionAux runs on the master node. It needs the index
to select the correct folder and start the proper submission procedure. Then, once
the submission is done, it writes a .txt file containing the jobID, read afterwards by
SubmitCalculation.

• Response acquisition.

– RequestStatusUpdate. It checks for each valid calculation index (the same described
in the SubmitCalculation) if the simulation associated to its jobID is still running.
As explained, not having the qstat function on the processor, sequence analogous to
the one to submit the i-th calculation. To this purpose, another script (StatusAux,
which is not examined) works in a similar way to the SubmissionAux : it is run on
the master node and it takes the jobID as input via .txt file, it checks the calculation
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status and write it on another .txt file to make it accessible to RequestStatusUpdate.
If the calculation is no more on the cluster (i.e. it ended), performing the command
qstat gives a status different from zero. If this condition is satisfied, the script checks
if the output files were generate. Generally they are two, one for the neutronics and
the second for the thermal fluid-dynamic code. It merges all the outputs, which is
fundamental since the PCE code needs a vector with the whole set of responses,
updating the SampleStructure in the responses and status entries, changing it from
Submitted to Fetched.

– StatusAux.

Figure A.1 visualizes the communication process.

Figure A.1: Visualization of the communication process
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Appendix B

Boussinesq approximation

The Boussinesq approximation consists of assuming constant density in each term of the equa-
tions except for the body force term. This term is responsible for the presence of a buoyancy
force. The buoyancy force (per unit volume) can be expressed as

Fb = g (ρ− ρ0) ,

where ρ0 is the density in some reference conditions (pressure and temperature in general).
With the Boussinesq approximation, the density is expressed with a Taylor expansion, as a
function of temperature, up to the first order

ρ = ρ0 − ρ0 βexp ∆T .

The buoyancy term can be re-written as

Fb = −g βexp ∆T where βexp =
1

ρref

(
dρ

dT

)
ref

.

βexp can be determined by experiments and it is, in general a function of temperature. In
this analysis it was assumed constant with temperature.

Finally, the momentum source term in Eq. (3.2) can be expressed as

Su = ρ g βexp(T − Tref )
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