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Introduction 

Pool heat exchangers are a class of heat transfer devices where the heat source releases thermal 
power to a heat sink represented by a stagnant liquid in a relatively large containment: the pool. 
Pools are typically characterized by very high thermal capacity, for this reason they are filled by 
subcooled water. Depending on the characteristics of the heat source and on the pool 
thermodynamic conditions, different phenomena can be involved during the heat transfer process. 
Of course, different systems configurations (heat source and pool) are characterized by different 
heat transfer mechanism. For example, a pool heat exchanger can be obtained by using as heat 
source a steam mass flowrate released in a tank filled by subcooled water that directly condenses 
the vapor. In this case the heat transfer mechanism is direct condensation by which the latent heat 
of vaporization of the steam is released to the subcooled liquid, increasing its temperature. In 
general, the increase of pool temperature leads to natural circulation phenomena and thermal 
stratification (established by temperature and density gradients). 

Pool heat exchangers are particularly interesting because, if saturation conditions can be reached 
in the heat sink, pool boiling phenomena may occur. Depending on thermofluid-dynamic 
conditions of the fluids involved in the process, different pool boiling regimes can be observed. For 
industrial application where high thermal power need to be released, pool heat exchangers represent 
a suitable solution, in particular if the established heat transfer mechanism is the nucleate pool 
boiling. Nucleate pool boiling is the most efficient heat transfer mechanism for heat exchangers 
immersed in a large pool of stagnant water. As a matter of fact, nucleate pool boiling allows to 
exchange very high thermal fluxes with relatively small difference of temperature between the 
source and the heat sink. Industrial pool boiling heat exchangers that take advantage of nucleate 
boiling are typically made by a heat exchanger (single tube or, more commonly, tube bundle) 
immersed in a very large pool filled by stagnant subcooled water at the atmospheric pressure.  

Pool heat exchangers are also employed in order to remove the decay heat from the core of a nuclear 
reactor during normal operating conditions (e.g. Gen-IV reactors like Small Modular Reactor or 
Simplified BWR) and after a Station Blackout (SBO), when external power is not available (e.g. 
Gen-III+ reactors like AP600 or AP1000 or AHWR). In this case the decay heat is removed from 
the core by using typical industrial configuration of pool heat exchangers, in order to cool down 
primary fluid up to 72 hours with no outer intervention and assuring plant’s safety. 

During the last years, many studies were performed with the purpose of investigating in more detail 
phenomena that characterize pool heat exchangers typically adopted by Gen.-III+ nuclear fission 
plants. In particular, the most important phenomena under investigation were: thermal 
stratification, due to a non uniform temperature distribution inside the pool, and two-phase heat 
transfer mechanism, occurring when stratified secondary fluid reaches saturation conditions. 
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Analyzing some of the most important studies focused on the heat transfer mechanisms occurring 
in pool heat exchanger, one of the most important observed criticalities concerns the lack of 
experimental data available about pool heat exchangers, in particular during the two-phase heat 
transfer. For this reason the goal of this work is to characterize, from a thermofluid-dynamic point 
of view, a small pool heat exchanger system that will be further investigated through experimental 
measurements.   
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1. STATE OF ART 

1.1  NATURAL CIRCULATION AND PASSIVE SAFETY SYSTEMS 

Passive safety systems are employed to perform safety functions without the need for active power 
sources. In principle, any physical barrier against the release of fission product is a passive safety 
system. Very important is the passive removal of decay heat from the core. It can be accomplished 
by systems operating on natural circulations are an other example of passive safety systems, since 
they are capable to cool down the reactor’s core without requiring any external power source or 
moving mechanical parts. 

Large water pools, characterized by a huge heat capacity, are employed as heat sinks. Natural 
circulation systems, if they are properly designed, can cool down the core of a nuclear power plant 
in case of prolonged SBO with no intervention from operators up to 72 h. They are typically used 
by Gen. III+ reactors. At the moment, as regards thermal water reactors, there are mainly two 
different kind of systems adopted to passively remove the decay heat from the core: Passive 
Residual Heat Removal Heat Exchangers (PRHR HX) immerged in the In-containment Refueling 
Water Storage Tank (IRWST) and Isolation Condensers (ICs) immerged in the Gravity Driven 
Water Pool (GDWP), respectively employed in Advanced Passive pressurized water reactors (e.g. 
AP1000, AP600, CAP1400) and advanced reactors type such as European Pressurized Reactor 
(EPR) or the Indian Advanced Heavy Water Reactor (AHWR), which is a pressure tube type BWR. 

The above-mentioned systems are designed to provide enough cooling to the core for a period of 
three days (grace period), assuring fuel integrity and avoiding structural damages. 

 Passive Residual Heat Removal (PRHR) system example: AP1000 

The AP1000 is a Gen.-III+ fission nuclear reactor produced by Toshiba-Westinghouse Electric 
Company. Its safety systems are based on passive safety. A sketch of the system is reported in Fig. 
1.1. 

During a SBO, the Passive Core Cooling System (PCCS) guarantees the decay heat removal thanks 
to the PRHR HX and IWRST. The safety loop is isolated from the Reactor Cooling System (RCS), 
during normal operating conditions, by valves that are normally closed. When the PCCS is 
activated, the mixture of steam and water coming from the hot leg of the reactor vessel flows inside 
the PRHR HX. PRHR HX employed in the AP1000 is a C-shape tube bundle (689 tubes) heat 
exchanger. It is vertically immerged in the IWRST, which is placed above the reactor vessel. The 
IRWST (Fig. 1.2) is an irregular shape pool at atmospheric pressure, containing cold borated water, 
which is the heat sink. The pool is characterized by a big mass inventory. As a matter of fact it is 
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long about 36 m and the water level is 8 m. Primary fluid, flowing inside the PRHR HX, releases 
thermal power to the cold water inside the IWRST (secondary fluid). The lower horizontal section 
of the heat exchanger is connected to the outlet plenum of the Steam Generator (SG). The outlet 
plenum is connected to the cold leg of the RCS, which guarantees the recirculation of the primary 
coolant. The IRWST is also used as suppression pool for the release of steam produced in the core 
during some incidental scenarios (e.g. transients) through the Automatic Depressurization System 
(ADS). The pool is also employed during refueling operations.  

The heat removal process inside the pool is characterized by a first stage dominated by natural 
circulation. After that, thermal stratification occurs and the second stage is characterized by pool 
boiling. Even though boiling phenomena occur in the IRWST, water level can be considered 
constant because of the presence of metal plates in the containment building that, exchanging heat 
power with the external environment, are capable to condensate the produced steam. In this way 
water returns in the IRWST as droplets.  

 
Fig. 1.1. Schematic representation of AP1000 PRHR system. (Ge, Tian, Qiu, & Su, 2018) 
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Fig. 1.2. Top view of a AP1000 IRWST (Lu, et al., 2016) 

 Isolation Condensers System (ICS) example: AHWR 

The ICS includes a set of immersed condensers located in an elevated water pool, the GDWP, 
which holds a huge inventory (8000 m3) of water kept on the top of the steam drums of the reactor. 
A sketch of the system is reported in Fig. 1.3. 

IC’s top header are directly connected to the steam line. Primary fluid passes through the tube 
bundle where it condenses thanks to the heat exchange with the heat sink. On the pool side, natural 
convection heat transfer mechanism is established. The GDWP is divided into eight interconnected 
compartments filled with water and one IC is submerged in each compartment of the pool. The 
condensed primary coolant flows inside the condensate return line and reaches the steam drums. 
The condensate return line is equipped with a set of active and passive vales. Their opening depends 
on the pressure on the steam drum. Typically, the operating pressure in the return line connecting 
the ICs and the steam drum is 70 bar. The passive valve starts to operate when the pressure in the 
line is 76.5 bar and it is fully open when the pressure reaches 79.5 bar. On the other hand, the active 
valve can be opened by an operator, but for safety reasons it opens automatically when the pressure 
is 80 bar, thanks to a high-pressure signal. In this way the recirculation of primary water is 
guaranteed. 

A well-designed passive safety system provides cooling for a period of 3 days (grace period) in 
order to guarantee the safety of the plant and structures integrity. 
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Fig. 1.3. Schematic view of ICs and GDWP of AHWR (Verma, Nayak, Vikas, & Vase, 2013). 

1.2 RECENT STUDIES  

In the recent years, a lot of studies are performed in the field of the heat removal by natural 
circulation trying to better understand the time behavior of the most important parameters involved 
during the process (e.g. heat transfer coefficient, heat flux, temperature and velocity fields). In order 
to collect and analyze experimental data, most of these studies are conducted on scaled facilities, 
due to the big size of above-mentioned systems. CFD and numerical simulations have also been 
performed, providing in most cases coherent results with the extrapolations made by scaled 
experiments. Empirical and numerical studies are reported respectively in sections 1.2.1 and 1.2.2, 
with particular attention to problems and phenomena emerged during the studies. 



15 

 

 Experimental studies 

In this section a focus on the experimental studies published in the last years is presented. Due to 
the big dimensions of the systems, the experimental investigations were performed on smaller test 
facilities. 

For example, Lu et al. (2016) examined the heat exchange in a scaled system. The scaled PRHR 
HX is made by 12 C-shaped rods. Rods are symmetrically arranged and they are electrically heated. 
The IRWST measures 3.75 m in the lateral direction and it is 1.5 m wide and 2.5 m high. Water 
level inside the tank is equal to 2.2 m. Wall thickness equal to 8 mm of 304 stainless steel. The 
IRWST was insulated by 50 mm of aluminum silicate wool on the sidewalls. The PRHR HX is 
placed on one side of the IRWST. The power released by the heat exchanger is reduced to 176 kW. 
All the other key parameters are listed in Table 1.1, where a comparison with the original prototype 
is also given. 

Table 1.1. Geometrical and operating parameters for prototype (AP1000 PRHR HX) and considered scaled system. (Lu, et al., 2016) 

Items Prototype 
parameters 

Scaled model 
parameters 

Ratios 

Length of IRWST in lateral direction About 36 m 3.75 m 1/9.6 

Water level inside the IRWST 8 m (water level) 2.2 m 1/3.64 

Initial water temperature 48.9 °C 48.9 °C 1/1 

PRHR HX tubes number 689 12 1/57.4 

Outside diameter of heat transfer tube 19 mm 19 mm 1/1 

Pitch 38 mm 38 mm 1/1 

Heat power 5.89x107 W About 176 kW 1/334.7 

For the measurements, more than 150 calibrated thermocouples (T-type with stainless steel 
sheathed) are used to evaluate temperatures in different regions such as bulk fluid region, regions 
within the tube bundle and on the outer surface of some tubes. Monitoring lines are shown in Fig. 
1.6. Also PIV technique is used for qualitative evaluation of the fluid path during the thermal 
stratification process thanks to visualization windows (21 in total). Fig. 1.5 shows the disposition 
of the considered spots for the PIV analysis and a qualitative representation of the water streamlines 
due to natural convection inside the IRWST. 
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Fig. 1.4. Displacement of some of the capturing windows (Lu, et al., 2016). 

 
Fig. 1.5. Thermocouples location inside the experimental IRWST and within the PRHR HX bundle (Lu, et al., 2016). 
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The temperature evolution during the experimental procedure along line 3 (adjacent to the PRHR 
HX) and line 5 (far from the PRHR HX) is represented in Fig. 1.6 (a) and (b). Fig 1.6 (c) shows the 
thermal stratification along the line 3. Temperatures in Fig. 1.6 are normalized as follows (eq. 1.1): 

𝑇𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
𝑇 − 𝑇0
𝑇𝑚𝑎𝑥 − 𝑇0

=
𝑇 − 48.9 °𝐶

100°𝐶 − 48.9°𝐶
                                (𝑒𝑞. 1.1) 

The initial temperature of water (T0), equal to 48.9 °C, is set as the origin point. Water saturation 
temperature (100 °C) is set as the maximum reference value. When the pool reaches the saturation 
temperature, the normalized temperature value is equal to 1. Fig 1.6 (a) and 1.7 (b) show that 
temperature increases with almost a constant rate for the most of the experiment. 

 
Fig. 1.6. Temperature evolution respect to time along (a) line 3 and (b) line 5. (c) Temperature profile along line 3 for different 

time steps. (Lu, et al., 2016). 
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It’s easy to recognize thermal stratification since the lover thermocouple in each line (TC-3-8 and 
TC-5-8) shows a constant temperature equal to 48.9 °C for more than 6500 s, which suggests that 
the lower region of the pool is thermally inactive, since the water below the lower horizontal section 
of the heat exchanger does not contributes to the heat transfer process. The highest values of 
temperature are detected near the upper bend (TC-3-2) of the tube bundle. After about 7000 s, the 
temperature in the regions below the upper bend increases with remarkable fluctuations, due to 
intense mixing between cold and hot fluid. It suggests that a “thermal interface” is established. 
During the first stage of the heat transfer process, water is heated by the heat exchanger. Hotter and 
lighter fluid flows up thanks to the buoyancy force. On the other hand, in the lower regions, water 
is colder and heavier and it does not participate to the heat exchange. Thermal stratification is 
established and heat transfer, from the upper and hotter region to the lower one, occurs thanks to 
thermal conductivity between layers of fluid at different temperature. Progressively, the upper fluid 
reaches the saturation condition, being heated by the PRHR HX. Simultaneously, the “thermal 

interface” propagates to the lower layers until it reaches the bottom of the tank.  When the “thermal 

interface” reaches the inactive region of the pool, intense mixing phenomena occur and thermal 
stratification is suppressed, since the pool reaches the saturation temperature. 

Fig. 1.6 (c) shows the temperature gradient along line 3. The axis of abscissa shows the height of 
the pool, starting from the bottom. For each time step showed in Fig. 1.6 (c), pool temperature 
detected along line 3 is displayed. The first value is detected at z=0.23 m, which is the location of 
the lower thermocouple. Along this line, the fluid is heated up, passing through the bundle of the 
PRHR HX. Under the effect of the buoyancy force, the hot water reaches the pool surface. There, 
the hot fluid floats on the pool surface and moves in the radial direction, reaching the walls of the 
IRWST, as shown in Fig. 1.4. In this way, hotter fluid accumulates in the higher regions of the 
tank, the “thermal interface” builds up and thermal stratification becomes dominant inside the pool.  

From this experimental work some consideration can be extrapolated: inside the pool, lifting forces 
generated by density and temperature gradients affect the velocity distribution. During this process, 
the position of “thermal interface” plays an important role as regards the instauration of thermal 
stratification. When the “thermal interface” reaches the bottom of the pool, considerable 
temperature fluctuations are detected because of the mixing phenomena between hot and cold 
water. Mixing suppresses thermal stratification and, as the heating process goes on, the temperature 
inside the pool reaches the saturation value. 

Other experimental investigations are carried out on systems that aren’t strictly employed in the 

nuclear field, but that show significant results in the topic of natural circulation and heat exchange 
in water pools. 
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Tian et al. (2018) studied the heat transfer mechanism of pool boiling on a vertical tube in different 
configurations: confined and unconfined space and with different heat fluxes. The experimental 
apparatus is shown in Fig. 1.7. 

 
Fig. 1.7. (a) Experimental test facility (b) Internal structure test facility illustration (Tian, Chen, Wang, Cui, & Cheng, 2018). 

The experimental apparatus is made by a water tank, a vertical tube in which a heat transfer fluid 
(oil) flows, a copper condensing coil placed in the upper region to reduce the water evaporation 
inside the pool and a pressure control valve capable to regulate the pressure inside the tank. The 
stainless steel tank’s diameter is equal to 612 mm with a thickness of 6 mm. It is insulated by 50 
mm of Aluminum silicate wool and 6 ports are placed  on the lateral surface of the tank to observe 
the water level. The vertical tube is characterized by: outer diameter of 20 mm and length of 1500 
mm (H/D=75) with 22 thermocouples distributed as shown in Fig. 1.7 (b). Near the tube, pool 
temperature is measured using two monitoring lines (green lines in Fig. 1.7 (b) ), respectively 
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placed at 40 mm and 80 mm from the axis. The tank is filled by deionized water which is heated 
by oil flowing inside the tube. 

The experimental procedure is divided in two steps: during the first one the pool boiling phenomena 
in a confined space around the tube is observed, then the confinement is removed and the heat 
exchange in the unconfined space is studied and results are compared. The confinement is made by 
a squared glass shell with cross section 80 mm x 80 mm. 

The process of heat transfer in the confined space is characterized by complex mass and energy 
transport phenomena. The heat transfer mechanisms involved during the experiments are basically 
three: natural convection, subcooled and saturated boiling. This can be easily seen in Fig. 1.8. 
During the natural convection, the heat transfer coefficient grows as the experiment goes on. Four 
different height from the bottom are taken in to account: 1450 mm (H/D=72.5), 1000 mm 
(H/D=50), 500 mm (H/D=25), 50 mm (H/D=2.5). 

 
Fig. 1.8. Heat transfer coefficient’s evolution respect to time (Tin=160 °C), for different values of H/D ratio (Tian, Chen, Wang, Cui, 

& Cheng, 2018) 
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Approaching to the bottom of the tank (H/D=2.5), natural convection lasts longer because of the 
thermal stratification. As the time goes on, the contribution of the boiling becomes dominant in the 
heat removal process. When the upper part of the tube outer surface approaches saturation boiling, 
the heat transfer coefficient suddenly increases along the pipe and both the upper and the lower 
region of the pool reach saturation conditions approximately at the same time. During the saturated 
boiling the average value of the heat transfer coefficient is almost constant, but its profile is 
characterized by large fluctuations (see Fig. 1.8). 

The time behavior of tube outer surface temperature and  bulk temperature at different height 
(H/D=72.5 and H/D=2.5) are shown in Fig. 1.9. When subcooled boiling is reached, an outer wall 
temperature decrease is detected (point A and B in Fig. 1.9) because of the increasing value of the 
of the local  heat transfer coefficient. Local heat transfer coefficient variation is due to the bubble 
nucleation. As a matter of fact, when subcooled boiling starts, most of the bubbles remains attached 
on the outer surface of the tube, where they can condense on the wall or depart from it. When 
bubbles detach during the first stage of subcooled boiling, the quickly condense in the bulk region 
because bulk liquid is subcooled. When the bulk temperature increases, bubbles can easily nucleate 
on the wall’s surface and when depart from it they don’t condense. When bulk boiling occurs, 
significant void fraction is detected. The appearance of steam in the bulk region affects the heat 
transfer coefficient which is characterized by fluctuations. 
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Fig. 1.9. Evolution respect to time of: bulk liquid temperature, outer surface temperature and heat transfer coefficient at different 

height: (a) top region H/D=72.5 (b) bottom region H/D=2.5 (Tian, Chen, Wang, Cui, & Cheng, 2018). 

A comparison between the pool temperature in confined and unconfined configuration is shown in 
Fig. 1.10. In the case of unconfined space (black lines in Fig. 1.10), significant thermal stratification 
is observed at the bottom of the pool (H/D=2.5). On the other hand, the stratification is suppressed 
in the case of confined space (red lines in Fig. 1.10). The main reason of this result is due to the 
enhancement of longitudinal convection inside the glass cover. During the heat transfer process in 
the unconfined space, convection in the radial direction reduces the contribution of the longitudinal 
convection, so that the longitudinal convection between the lower and the upper region of the pool 
is weak in the regions far from the tube surface. As the longitudinal convection is reduced, thermal 
stratification is established. The confined space practically removes the horizontal flow of the water 
which is forced to move longitudinally suppressing thermal stratification. In this way the fluid in 
the lower region takes part to the heat transfer mechanism. On the other hand, when boiling heat 
transfer mechanism becomes dominant, convection’s contribution becomes insignificant, and the 
effect of the confinement is weakened. 
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Fig. 1.10. Pool temperature evolution along line 2 respect to time at different height and for different configuration: unconfined 

(black lines) and confined space (red lines). (Tian, Chen, Wang, Cui, & Cheng, 2018). 

In Fig. 1.11 is shown the ratio ℎ𝑐𝑜𝑛𝑓𝑖𝑛𝑒𝑑
ℎ𝑢𝑛𝑐𝑜𝑛𝑓𝑖𝑛𝑒𝑑

, between the heat transfer coefficient in the confined and 

unconfined space for different values of the H/D ratio. During the saturated boiling this ratio is 
higher than one (heat transfer coefficient in confined space higher than the one in the unconfined 
space), which highlights the role of both boiling and convection in this stage. However, for higher 
heat fluxes (achieved increasing the oil temperature), the difference between the two configuration 
becomes smaller than the one observed for low heat flux (Tin<140 °C) because of the effect of 
boiling, that becomes dominant. Furthermore, for low heat flux, the enhancement of the heat 
transfer is more remarkable in the lower half of the tube (H/D<50) than in the upper region. Another 
interesting aspect is that for Tin=165 °C, the heat transfer mechanism is more efficient than the one 
at Tin=160. The increase of the vapor fraction to the surface drastically reduces the heat transfer 
coefficient in the unconfined space.  
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Fig. 1.11. hconfined/hun-confined variation respect to height-diameter ratio for different primary fluid temperatures. (Tian, Chen, 

Wang, Cui, & Cheng, 2018)).  

In conclusion, the confined configuration is characterized by convective boiling, differently 
unconfined configuration is ruled by pool boiling. The natural convection is improved, in particular 
in bottom layers, by the effect of a more homogeneous boiling in the square confinement and 
longitudinal motion is amplified to the detriment of the radial one. 

Experimental measurements focused on pool boiling and thermal stratification considering 
different set-up were carried out also by Ganguli, et al., in 2010. The goal of this work is to reduce 
as much as possible thermal stratification taking into account a wide range of system’s 

configuration (different heat fluxes, geometries, time and spatial scales). In order to achieve this 
result, a boiling model was developed in order to investigate subcooled pool boiling heat transfer 
using a CFD code. Then the numerical results were compared with experimental measurements in 
order to validate the boiling model. 

A schematic representation of the experimental system is shown below, in Fig. 1.12.  
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Fig. 1.12. Sketch of the experimental apparatus (Ganguli, Sathe, Pandit, Joshi, & Vijayan, 2010). 

It consists of: 

1. Electrically heated boiler with a maximum power of 6 kW, which produces steam flowing 
in the test pipe (maximum flowrate of 5 kg/h). 

2. Cylindrical glass tank (inner diameter equal to 300mm, height equal to 450mm and 
thickness equal to 6mm) laterally insulated by a glass wool layer.  

3. Test steel pipe (inner diameter equal to 20mm). 
4. Testing tube and pressure detector. Pressure drops amount up to 15% when hot fluid, 

coming from boiler, reaches the glass tank. 
5. Insulated flexible rubber hose for steam (outer diameter equal to 25mm). It helps to reduce 

as much as possible the heat losses. 
6. Safety valve. 
7. Drain tube in Teflon (inner diameter equal to 10mm) containing condensate and 

uncondensed steam. The two-phase mixture flows in the gravity separator in order to isolate 
water from steam. 

8. Condensate collection vessel. 
9. Vessel containing water which directly condenses the uncondensed steam. 
10. Pressure gauge. 
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11. Water supply. 
12. Stand. 
13. Rotameter. 

The experimental procedure is the following one: the glass vessel is filled with degassed water. 
Inside the electrical heater (1), water coming from the water supply (11) evaporates and becomes 
steam. Steam flows inside the test pipe (3) where dissipates heats to the pool water in the tank. The 
two-phase mixture passes through the drain tube (7) and reaches the condensate collection vessel 
(8) which separates by gravity the condensed steam. The uncondensed steam is discharged in a 
vessel containing water (9) that directly condenses the steam. There, the mass of water is monitored 
during the experimental procedure. The difference between the weight of the vessel at start and at 
the end of the experiment gives the mass of steam which did not condense during the heat exchange 
with the pool water. The directly condensed steam inside the vessel (9) produces an increase of 
temperature. The difference of temperature inside this vessel between the start and the end of the 
experiment is detected. Then, the heat input to the pool is obtained by subtracting from the total 
heat input (heat released by the electrical heater) the enthalpy of uncondensed steam. The 
uncondensed flowrate is obtained as the difference between the steam flowrate coming from the 
heater and the condensate flowrate collected by drain vessel (8). 

The goal of this work is to provide a numerical method capable to predict the heat flux exchanged 
during the pool boiling, distinguishing the share of the different heat transfer mechanisms involved. 
As concerns temperature measurements, eight ungrounded K-type thermocouples (Chromel-
Alumel, stainless steel sheathed, diameter equal to 3mm) are employed to evaluate the mean 
temperatures variation respect to time. 

The experimental study was characterized by an increasing amount of input energy and by the 
subsequent evolution of the system in time, from 50 up to 200 s. During this time interval, 
subcooled boiling is observed on the outer heated surface. During the subcooled boiling, bulk water 
temperature is lower than the saturation one, but fluid in contact with the heated surface starts 
boiling and some small bubbles are formed in nucleation sites. During the subcooled boiling 
regime, bubbles can grow and when they reach a certain critical size (depending on different factors 
such as surface tension, hydrodynamics of the fluid and so on) bubbles can detach from the wall. 
When bubbles move through bulk fluid, they condense releasing latent heat. Experimental 
measurements are compared with numerical simulation, further described in section 1.2.2. 

The heat transfer mechanisms occurring in a scaled passive residual heat exchanger (PRHR HX) is 
experimentally investigated by Tao et al. (2018) considering different thermofluid-dynamics of 
pressure (from 5 MPa to 15 MPa) and mass flux (from 95 kg/m2/s to 320 kg/m2/s). 
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The test facility was built at the Shanghai Jiao Tong University and its schematic is shown in 
Fig.1.13. It is made by the main loop, cooling loop, purification loop and instrumentation and 
control system.  

In the main loop, plunger pumps, able to increase the pressure up to 16 MPa, move the water from 
the storage tank to the regenerator. Passing through the regenerator, water receives heat from the 
primary fluid coming from the PRHR HX. After the regenerator, water flows inside the pre-heater, 
where it is heated up by Joule effect in order to reach the required temperature at the inlet section 
of the heat exchanger. When passes through the test section, water is cooled by the heat transfer 
involving the pool water in the tank. When the heat-transfer fluid exits from the PRHR HX, it is 
delivered to the hot side of the regenerator and then is mixed with cold water.  Successively it 
passes through the other heat exchanger where it is cooled down and then it is discharged in the 
deionized water tank. Some of the most important operating parameters are shown in Table 1.3. 

 
Fig. 1.13. Sketch of the test facility (Tao, Gu, Xiong, Jiang, & Xie, 2018). 

Table 1.2. Primary loop operating parameters (Tao, Gu, Xiong, Jiang, & Xie, 2018). 

Parameter Pressure Temperature Flow rate Heating power 

UM MPa °C kg/s kW 
Value 16 350 2.8 900 
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The test section is made by two parts: PRHR tank and PRHR HX. The first one simulates the 
IRWST (length equal to 1.5 m, width equal to 3 m and height equal to 6 m) and it is filled with 
distilled and de-ionized water at atmospheric pressure. The PRHR HX is made by a bundle of 42 
symmetrically arranged C-shape rods, placed at the pool’s center. Tube’s diameter and pitch 

between tubes in the bundle are the same of an AP1000 PRHR HX (see Table 1.1). The tank outer 
surface is insulated by aluminum silicate wool. 

One of the most critical parameters that need to be analyzed is the heat removal rate shown below, 
in eq. 1.2: 

𝑄 = 𝑊(ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡)                                                           (𝑒𝑞. 1.2) 

Where W is the mass flowrate and h is the fluid specific enthalpy. The average heat flux is defined 
in eq. 1.3: 

𝑞𝑎𝑣𝑒 =
𝑄

𝐴
                                                                            (𝑒𝑞. 1.3) 

Where A is the total heat transfer surface [m2]. 

The water flowrate is measured by a turbine flowmeter (error < 0.5%). Its measuring range is 1.5 
– 15 m3/h. The pressure at the inlet section of the PRHR is detected by a Yokogawa EJA-150A 
capacitance-type pressure transducer (error < 0.1%). The water temperature is measured at the inlet 
and outlet sections of the C-shape tubes by two ungrounded N-type thermocouples with a sheath 
outer diameter equal to 0.5 mm (error < 1 °C). Almost 70 thermocouples of the same type are 
placed on the PRHR HX walls or between tube bundle so that local heat transfer characteristics  
inside the system can be evaluated. An example of thermocouples displacement is reported in Fig. 
1.14. 
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Fig. 1.14. Bundle section and thermocouples position (Tao, Gu, Xiong, Jiang, & Xie, 2018). 

The heat transfer between hot primary water and pool water can be separated into three stages: 
convection from the hot primary water to the inner tube surface, conduction through the wall from 
and convection from the outer surface of the pipe to the secondary water. 

In order to analyze the heat flux distribution along the tubes’ length, a mathematical model, based 
on correlations, is developed and it is shown in section 1.2.2.  

During the experimental phase, different inlet conditions were studied. The representative case 
chosen to describe the behavior of the system is characterized by: inlet pressure equal to 5.2 MPa, 
mass flux equal to 320 kg/m2/s. At the beginning of the experiments, the temperature of the water 
inside the heat exchanger and inside the tank is the ambient temperature. The inlet temperature of 
the PRHR HX gradually rises and when it reaches 150 °C, it remains constant thanks to the pre-
heater. Inlet pressure and inlet flowrate are adjusted by the monitoring and control system. 

Calculated and experimental steady state temperature profile are compared in Fig. 1.16. The 
computed values of fluid temperature inside the pool is slightly higher than the ones obtained by 
experimental procedures, which means that the heat transfer rate is underestimated (almost 4% 
lower than the measured one). Wall temperature has a oscillating behavior. From the calculated 
profile it seems to be quite constant, with few degrees of variance respect to the inlet value. 
Actually, from the experimental data, a more complex behavior is shown. It is probably due to the 
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local properties that can change easily during the two-phase flow, characteristic of the PRHR HX 
higher region. As a matter of fact, in the lower region the detected wall temperature seems to be 
more uniform. 

 

Fig. 1.15. Comparison of primary and secondary fluid temperature and outer wall temperature profiles from experiments and 

numerical simulations. (Tao, Gu, Xiong, Jiang, & Xie, 2018). 

Normalized local heat flux (local heat flux/average heat flux) along the tube A can be displayed in 
Fig. 1.16. Local heat flux is computed by the numerical model that will be discussed in section 
1.2.2, average heat flux was extrapolated by experimental procedures. When distance from the inlet 
plenum increases, the local heat flux becomes lower. It starts from a value which is 3.6 times higher 
than the average one, but at the outlet plenum the exchanged local heat flux is only a fourth of qave. 
From the calculation another important information can be extrapolated: almost 67% of the total 
thermal power is delivered in the upper horizontal section. About 27% is exchanged in the vertical 
section and almost the remaining 6% is exchanged with the lower horizontal section. 
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Fig. 1.16. Normalized local heat flux profile (Tao, Gu, Xiong, Jiang, & Xie, 2018). 

The non-homogeneous distribution of the heat flux is strictly related to the variation of the local 
outer heat transfer coefficient along the PRHR HX. Its profile is shown in Fig. 1.17. In the pipe’s 

upper horizontal section, the outer heat transfer coefficient changes between 10.6 kW/m2/K and 6.6 
kW/m2/K. The heat transfer mechanism is enhanced by the saturated boiling. As ma matter of fact, 
after the upper bend, where the heat transfer mechanism changes, the heat transfer coefficient starts 
to decrease in the subcooled boiling regime. When it happens, the heat flux reaches its average 
value (approximately at the 40% of the total tube length) and the outer heat transfer coefficient is 
almost equal to 3.5 kW/m2/K. From this point the heat flux drastically drops until it reaches the 
lower horizontal section where natural convection is the domaining heat transfer mechanism and 
the heat transfer coefficient is only ~ 1.0 kW/m2/K. As a matter of fact, most of the total thermal 
power is released by the upper horizontal section of the tube and only for a small fraction of the 
upper vertical section.  

The heat flux also depends on the temperature difference, and in the upper region this value is 
higher than in any other section. This because the fluid temperature decreases quickly thanks to the 
higher heat flux exchanged, affecting negatively also the inner heat transfer coefficient (increasing 
value of viscosity which leads to a reduction of Re). As a matter of fact, it changes from 3.8 
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kW/m2/K to 3.2 kW/m2/K. Another important aspect that can be useful to explain the behavior of 
the wall temperature (Fig. 1.15) is that during the saturated boiling (from 0 to 33% of the tube 
length), the wall temperature decreases, because of the improvement of the heat transfer. After that, 
the subcooled boiling occurs and, being a less efficient heat transfer mechanism, wall temperature 
becomes slightly higher, resulting in a lower temperature difference between primary and 
secondary fluid. 

 
Fig. 1.17. Distribution of the heat transfer coefficient along the tube (Tao, Gu, Xiong, Jiang, & Xie, 2018). 

After a detailed analysis of the heat transfer mechanisms, a parametric analysis is performed. Three 
different values of mass flux, inlet temperature and pressure are studied, showing always a good 
agreement between numerical predictions and experimental results. 

Increasing all these parameters, a benefit on the heat transfer coefficient was detected. The reason 
is clearly that increasing the mass flux, liquid velocity increases, which has a positive feedback on 
the Re. It produces a higher inner-surface heat transfer coefficient. Furthermore, also the outer heat 
transfer mechanism is affected by the inner one because the thermal resistance is dominated by the 
convection inside the tube. Lower primary fluid velocity means that its energetic content is released 
in a shorter time in the upper regions. In this way, saturated boiling regime (the most efficient one) 
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goes on for a shorter distance. Subcooled boiling regime decays even easier because the 
temperature difference between primary fluid and the bulk of the tank is smaller and natural 
convection regime (the less efficient one) can be established even at the center of the horizontal 
section. 

Also the effect of inlet temperature was investigated: increasing the inlet temperature, the resulting 
jump of temperature between the tube’s inner region and the pool increases and the exchanged heat 
flux increases too. 

Finally the variation of the inlet pressure doesn’t significantly affects the heat transfer mechanism. 

To finish, the test 6 x 7 C-shaped tubes heat exchanger is studied in different operating conditions, 
demonstrating that local heat flux is strongly affected by the temperature at the inlet section and by 
the water mass flowrate inside the tube.  
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 Numerical simulations 

Ge et al. (2018) investigated the behavior of secondary side fluid and heat transfer performance of 
the AP1000 PRHR HX immersed in IRWST, through 3D CFD model implemented through the 
CFD commercial package of FLUENT. They showed how the fluid motion is characterized by 
strong buoyancy force inside the tube bundle heat exchanger, in particular in the upper horizontal 
section. Then the water goes transversally, enhancing the thermal mixing in the upper region of the 
pool. After moving far from the PRHR HX and reaching the remote boundary of the IRWST, the 
fluid goes back to the heat source transversely and water recirculation is established. Fig. 1.18 
shows the temperature distribution inside the IRWST after 2000s. 

 

 
Fig. 1.18. Water temperature distribution inside the IRWST after 2000 s (Ge, Tian, Qiu, & Su, 2018). 

In the lower part of the IRWST a non-contributing region exists. The non-contributing mass of 
water inside the pool starts to take part in the heat transfer mechanism only after 6500s. As a matter 
of fact, pool water temperature in the upper and horizontal sections is affected by a larger 
temperature gradient than in the lower section of the heat exchanger (Fig. 1.19(a)). The x-axis 
shows the normalized tube length, from the section at inlet to the one at the outlet of the heat 
exchanger. When liquid temperature reaches the saturation value, it remains constant. As the 
simulation goes on, saturated water occupies the upper regions of the IRWST, thanks to the effect 
of the buoyancy forces. The temperature profile inside the tank is showed in Fig.1.19 (b), where 
the x-axis shows the normalized height of the IRWST with the origin placed in the bottom of the 
pool. Bulk temperature is higher in the upper regions because of the thermal stratification. As 
simulation’s time increase, bulk temperature starts to increase also in the lower region, which 
means that water is contributing to the heat transfer process and that the thermal stratification 
process is expanding to lower regions. Bulk temperature profile starts to show a relatively small 
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difference of temperature between the top and the bottom of the pool only after 6500 s, meaning 
that also the lower region of the pool are involved in the heat transfer process. This difference of 
temperature gets smaller and smaller until the saturation temperature is reached everywhere in the 
IRWST and thermal stratification is suppressed. 

 
Fig. 1.19.Thermal stratification build up in: (a) IRWST regions near the PRHR HX, (b) IRWST bulk region (Ge, Tian, Qiu, & Su, 

2018). 

One of the most important parameters obtained from the simulation is the heat flux through the 
PRHR HX. The local heat flux profile after 8000s is showed in Fig. 1.20. Hot primary fluid is 
mostly cooled when it passes through the upper horizontal section. As a matter of fact, the highest 
value of heat flux is computed at the inlet section, where it is more than the 400% of the average 
heat flux, and about 70% of the total removed power is extracted in the upper horizontal section. 
Most of the thermal power is removed in the upper horizontal section because of the phase 
transition occurring on the secondary side (IRWST). Then about the 25% of the total power is 
exchanged in the vertical section of the tubes and about 5% in the lower horizontal section. 
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Fig. 1.20. Local heat flux profile (Ge, Tian, Qiu, & Su, 2018) 

As regards the inner and outer average heat transfer coefficient, its profile within the tube bundle 
is shown in Fig. 1.21. On the outer surface of the tubes bundle, the heat transfer coefficient shows 
a remarkable variation, from 24 kW/(m2 K) at the inlet to 2.6 kW/(m2 K) at the outlet. For the 
primary coolant, the heat transfer coefficient profile shows a slightly reduction through the bundle 
because of the variation of water thermophysical properties, from 5.9 kW/(m2 K) to 4.1 kW/(m2 K). 
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Fig. 1.21. Heat transfer coefficient along the heat transfer tubes (Ge, Tian, Qiu, & Su, 2018). 

Verma et al. (2013) investigated the effect of suppression of thermal stratification in one of the 
GDWP sectors of an AHWR using shrouds. These shrouds are used to create a natural recirculation 
loop that can help to improve the cooling process of the isolation Condenser (IC), which is the heat 
source. Loops produced by the shrouds are capable to increase the effective mixing and thermal 
stratification can be avoided. 

Simulations are carried out using RELAP5. At first, the performance of the pool with no shroud 
was investigated. Time dependent temperature evolution at different height of the pool are shown 
in Fig. 1.22. As the vertical temperature stratification builds up, in the bottom of the pool (below 
the level of the IC), water doesn’t contributes to the heat transfer process. On the other hand, the 
upper regions of the pool get continuously heated. Assuming that at the center of the pool a heat 
source is placed, and this is following the decay heat released by the core, boiling conditions are 
reached on the top of the pool after only 25 h. This result is much lower than the expected three 
days (grace period). 
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Fig. 1.22. Time dependent temperature evolution at different height of the pool without shrouds (Verma, Nayak, Vikas, & Vase, 

2013). 

Successively, the configuration of the pool without the shrouds is compared with three different 
situations: GDWP with three, five or seven shrouds. A seven shrouds configuration is shown in 
Fig. 1.21. 
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Fig. 1.23. One sector of GDWP with a concept of seven shrouds. (a) Top view. (b) Cross section (Verma, Nayak, Vikas, & Vase, 

2013). 

For this analysis, thermal conduction through the shrouds wasn’t taken into account, assuming 
adiabatic shrouds. Temperature and mass flow rate time behavior is examined for a period of three 
days. The temperature distribution of the water entering and leaving the IC compartment is 
displayed in Fig. 1.24. It shows a fluctuating profile for five (Fig. 1.24(a)) and seven shrouds (Fig. 
1.24(b)) configurations. This phenomenon can be better understood by the mass flowrate at 
different sections, which is shown in Fig. 1.25. Fluid passing through the IC section is heated up. 
When the temperature rises, buoyancy force is established. When it is strong enough to win the 
fluid-dynamic resistance in the furthest channel from the heat source, a peak of the flowrate occurs, 
which enhances the thermal mixing and the temperature at the inlet and outlet of the first channel 
is practically the same. Considering the configuration with 7 shrouds rather than 5 but the same 
flow area, this phenomenon is magnified because of the higher pressure drop through the channels. 
As the fluid temperature drops again, a reduction of the mass flowrate is observed and consequently 
the temperature difference between the inlet and the outlet of the IC section becomes larger and the 
cycle starts again. Anyway, the improved mixed guarantees a pool temperature lower than the 
saturation one for the grace period.  
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Fig. 1.24. Temperature at the isolation condenser inlet and outlet sections for (a) five shrouds and (b) seven shrouds 

configuration (Verma, Nayak, Vikas, & Vase, 2013). 

Considering simpler configuration with a low number of shrouds (3 shrouds configuration), lower 
final temperature and much smaller fluctuations are observed. On the other hand, higher peaks in 
the mass flow rate time dependent behavior are detected, because of the lower pressure drop 
through the channels (higher flow area and shorter length of the loop). Another important aspect is 
that after a flowrate’s peak, there is a transitory flow reversal. This is due to water temperature in 
the innermost channel of the shrouds that is higher than the water temperature flowing in the IC 
section, as a consequence of the mixing process. 

 
Fig. 1.25. Mass flowrate at the inlet and outlet of the Isolation Condenser’s section and in the outermost shroud for (a)five 

shrouds and (b) seven shrouds configuration (Verma, Nayak, Vikas, & Vase, 2013).. 
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Highlighting the benefits coming from the reduction of the number of shrouds, the analysis of a 
three shrouds configuration is performed. As a matter of fact, the temperature profile is 
characterized by practically no fluctuation, if compared with the previous configurations. It can be 
seen in Fig. 1.26.  

 
Fig. 1.26. Time dependent behavior of temperature at the Isolation Condenser’s section for three shrouds configuration (Verma, 

Nayak, Vikas, & Vase, 2013). 

Comparing the average temperature profile of the three configuration, it’s easy to see that the lower 
one is obtained by the one adopting three shrouds, as shown in Fig. 1.27. 
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Fig. 1.27. Comparison of average temperature of last downward flow shroud (Verma, Nayak, Vikas, & Vase, 2013). 

This result is achieved also thanks to the behavior of the mass flow rate, reported in Fig. 1.28. It is 
positive for most of the time and barely affected by fluctuations. 
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Fig. 1.28. Mass flow rate for three shrouds configuration (Verma, Nayak, Vikas, & Vase, 2013). 

In conclusion, simulations show that shrouds configuration in a GDWP helps to suppress thermal 
stratification within the grace period after a SBO. Furthermore, a three shrouds configuration 
reduces oscillation of temperature and mass flow rate.  

 

Another study that deserves to be mentioned concerning shrouds effect in GDWP of the AHWR is 
the one published by Kumar (b) et al. (2017). It is focused on a parametric study which investigates 
the effects of: number of shrouds (single-shroud and three shrouds configuration), different flow 
areas, different height, different materials and influence of leakages. The characteristic time of 
these analysis is higher than the above-mentioned research and it is equal to ten days. Also in this 
case the simulations are carried out using RELAP5. 

The single shroud configuration, Fig. 1.29, is the simplest one. The vertical base plate provides 
both structural support for the vertical wall and constitutes the channel through which water can 
flow in loop.  
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Fig. 1.29. Sketch of single-shroud configuration. R is the shroud wall’s height and H is the water level. (Kumar (b), Grover, Vijayan, 

& Kannan, 2017). 

In order to study geometrical effects on this configuration, the flow area of the IC section changes 
between 4%, 10%, 25% and 40% of the cross section area of a pool’s sector . Configurations with 
different flow area are called respectively SS1, SS2, SS3, SS4. For each set of flow area, the ratio 
between the shroud’s height (R) and the water level (H) is changed, as reported in Table 1.3.  

Table 1.3. . Water level-to-height ratio for single shroud configuration  (Kumar (b), Grover, Vijayan, & Kannan, 2017). 

Configuration Height of shroud (z) 
[m] 

Height of the water level (H) 
[m] 

z/H 
[-] 

R1 3.45 5.85 0.589 
R2 3.85 5.85 0.658 
R3 4.25 5.85 0.727 
R4 4.65 5.85 0.795 
R5 5.05 5.85 0.863 

All possible combinations between SS and R configurations are analyzed. At first, the effect of the 
spacing variation with a fixed configuration R is investigated (R1). The temperature variation 
evaluated at the outlet of the IC as a function of the entire time of the simulation (Fig. 1.30 (a)) is 
basically the same for all the configurations except for the SS4, corresponding to the largest flow 
area. At the beginning of the simulation (Fig. 1.30 (b)) all the profiles show a peak, but for SS4 this 
peak is softer and delayed. At the end of this transient, SS4 profile becomes the lower one and it is 
characterized by a delayed boiling (almost 12 h). Since the SS4 configuration seems the best one 
at improve mixing and delay boiling inside the pool, the shroud ratio R is changed only for the last 
flow area configuration (SS4). Results are shown in Fig. 1.30 (c) and 1.30 (d). They show that the 
effect of R has practically no impact on the time required to reach saturation conditions inside the 
pool. Under this conditions, boiling can be avoided for almost of 5.5 days. 
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Fig. 1.30. Time dependent temperature at the outlet section of the IC (a) for 10 days and (b) for first 6.5 with fixed R 

configuration equal to R1 and different SS configurations; (c) for 10 days and (d) for first 6.5 for fixed SS configuration equal to 

SS4 and different R configurations (Kumar (b), Grover, Vijayan, & Kannan, 2017). 

Then the performance of three-shrouds configuration is investigated. The system is shown in Fig. 
1.31.  
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Fig. 1.31. Sketch of single-shroud configuration. L is the shroud’s height and H is the water level. (Kumar (b), Grover, Vijayan, & 

Kannan, 2017). 

As for the previous case, the flow area of the IC section is varied between 4%, 10%, 25% and 40%. 
The remaining area is divided equally, in order to have the same flow area in the other channels. 
The height of all the shrouds is the same for each simulation, as the bottom clearance. The shroud 
height varies between L1 to L5, as shown in Table 1.4. 

Table 1.4 Water level-to-height ratio for three-shroud configuration (Kumar (b), Grover, Vijayan, & Kannan, 2017). 

 
Configuration 

Height of 
shrouds (z) 

[m] 

Clearance between 
shrouds 

[m] 

Height of the 
water level (H) 

[m] 

z/H 
 

[-] 
L1 3.45 2.0 5.85 0.589 
L2 3.85 1.6 5.85 0.658 
L3 4.25 1.2 5.85 0.727 
L4 4.65 0.8 5.85 0.795 
L5 5.05 0.4 5.85 0.863 

Again, the z/H ratio if fixed and then temperature variation at the IC outlet is evaluated for 
increasing flow areas. Results shown in Fig. 1.41 are summarized in Table 1.5. 
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Table 1.5. Time required to reach saturation conditions inside the pool for different three-shrouds configurations (Kumar (b), 

Grover, Vijayan, & Kannan, 2017). 

Configurations TS1 saturation 
time (days) 

TS2 saturation 
time (days) 

TS3 saturation 
time (days) 

TS4 saturation 
time (days) 

L1 9.55 9.20 8.10 8.90 

L2 9.95 9.65 9.15 9.70 

L3 9.95 9.94 9.92 9.95 

L4 7.10 7.10 6.85 5.95 

L5 7.05 7.00 6.85 6.65 

 

Figures from Fig. 1.41(a) to Fig. 1.41(e), shows the z/H ratio progressively higher. Fig. 1.41 (d) 
and 1.41 (e), corresponding to L4 and L5 configurations, show that reducing too much the clearance 
between shrouds produces negative effects in terms of prolonged heat removal by natural 
circulation. As a matter of fact, the poorest results are obtained adopting configurations L4 and L5: 
saturation condition are reached almost in 7.10 days (L4 with TS1 and TS2) or, in the worst 
condition, in 5.95 days (L4 with TS4), as shown in Fig. 1.32 (d). The main reason is associated to 
the lower flowrate inside the recirculation loop provided by the shrouds due to the higher pressure 
losses through the channels. On the other hand, for values of the shroud height ratio L1, L2 and L3 
combined with shroud spacing configurations varying TS1, TS2, TS3 and TS4, pool water reaches 
saturation conditions between 9 and 10 days. There are some exception like the cases of TS3 and 
TS4 at L1 (Fig. 1.32 (a)), where saturation conditions are reached after 8.1 and 8.9 days 
respectively. 
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Fig. 1.32. Time dependent temperature at the outlet section of the IC for different flow area values for fixed values of water level-

to-height ratio: (a)L1, (b)L2, (c)L3, (d)L4 and (e)L5 for three shrouds configuration. (Kumar (b), Grover, Vijayan, & Kannan, 2017) 
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A further analysis is performed in order to evaluate the effect of the different materials on 
conductivity through the shrouds. In the above-mentioned simulation the effect of conductivity was 
neglected. In order to perform this evaluation, the GDWP TS3L3 configuration is considered 
(corresponding to shroud’s length of 4.25 m and ratio L/H=0.727, spacing ratio between shrouds 

equal to 25% for each channel). 

The chosen material are: steel, Brass, Aluminum, copper and insulator material. Respective values 
of thermal conductivity are 50, 109, 205, 385 and 0 W/mK. Results are shown in Fig. 1.33. 

 
Fig. 1.33. Pool temperature variation at the IC section for different thermal conductivities assuming L3,TS3 three-shrouds 

configuration(Kumar (b), Grover, Vijayan, & Kannan, 2017). 

There is no significant variation between the considered material, except for the insulator which 
provides a lower temperature profile. Furthermore, insulator material such as plastic materials are 
lighter and cheaper, which represent another strong point of this choice. 

Finally the effect of leakages through the middle shroud is observed. The obtained results are shown 
in Fig. 1.34.  
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Fig. 1.34. Effect of leakage with 4 leakage point equally distributed through the middle shroud on temperature at IC outlet on 

pool side for TS3L3 configuration (Kumar, Grover, Vijayan, & Kannan, 2017). 

Providing shorter paths for hot water deteriorates the mixing process and the saturation in the pool 
occurs earlier (almost three days earlier).  

So, the best configuration that can be achieved in this kind of system is provided by three shrouds 
made by nonconductive or perfectly insulated material. As regard the geometrical arrangement L1, 
L2 and L3 layouts seem to be more effective in suppressing thermal stratification whatever the 
shroud spacing is. All three shrouds flow area configurations (TS1-TS4) show similar results for 
shroud height ratio L3.  

The numerical study carried out by Tian et al. (2017) brings attention to the scale problem of 
experimental analysis in the field of pool boiling and natural circulation. 

CFD was used to investigate the main properties of saturated pool boiling in the confined space, 
establishing a numerical model based on a PRHR HX placed in a IRWST, which are applied in 
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AP1000. The computational work was performed using a commercial version of FLUENT (version 
15.0). 

During the initial stage of the simulation, subcooled boiling is the heat transfer process through 
which the outer tubes’ surfaces release heat to the water in the IRWST. When water reaches the 

saturation temperature, saturated boiling occurs. VOF (Volume Of Fluid) model is used to simulate 
boiling. The vapor-liquid phase transition is modeled by a UDF (User Defined Function). One of 
the advantages of the VOF model is that it is capable to track the interface between liquid and vapor 
and the bubbles’ topological deformation. From the numerical model point of view, liquid water is 
considered the primary phase while vapor is treated as the secondary phase for VOF. The model’s 

description is reported below. 

Interface’s tracking is achieved by solving continuity equations for small volume fractions of the 
two phases of fluid as follows: 

• Mass conservation  

1

𝜌𝑙
(
𝜕

𝜕𝑡
(𝛼𝑙𝜌𝑙) + ∇ ∙ (𝛼𝑙𝜌𝑙�⃑�)) = 𝑆𝑙                                      (𝑒𝑞. 1.4) 

 
1

𝜌𝑣
(
𝜕

𝜕𝑡
(𝛼𝑣𝜌𝑣) + ∇ ∙ (𝛼𝑣𝜌𝑣�⃑�)) = 𝑆𝑣                                  (𝑒𝑞. 1.5) 

Where α is the volume fraction [-], ρ is the density [kg/m3], v is the velocity vector [m/s] 
and S is the volumetric mass source term [kg/m3/s]. 

• Momentum equation 
𝜕

𝜕𝑡
(𝜌�⃑�) + ∇ ∙ (𝜌�⃑��⃑�) = −∇𝑝 + ∇ ∙ (𝜇(∇�⃑� + ∇�⃑�𝑇)) + 𝜌�⃑� + 𝐹𝑉             (𝑒𝑞. 1.6) 

Where p is the pressure [Pa], µ is the dynamic viscosity [Pa s] and Fv is the interface-
induced volume force [N]. Fluid density and fluid viscosity are evaluated respectively 
through eq. 1.7 and eq. 1.8: 

𝜌 = 𝜌𝑙𝛼𝑙 + 𝜌𝑣𝛼𝑣                                                   (𝑒𝑞. 1.7) 
𝜇 = 𝜇𝑙𝛼𝑙 + 𝜇𝑣𝛼𝑣                                                   (𝑒𝑞. 1.8) 

• Energy equation 

1

𝜌
(
𝜕

𝜕𝑡
(𝜌𝐻) + ∇ ∙ (𝜌𝑙�⃑�𝐻) = ∇ ∙ (𝑘∇𝑇) + 𝑆ℎ)                       (𝑒𝑞. 1.9) 
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Where k is the effective thermal conductivity [W/m/K], T is the temperature [K] and Sh 
is the heat source term [W/m3], and H is the specific energy [J/kg], which can be 
calculated using eq. 1.10: 

𝐻 =
𝛼𝑙𝜌𝑙𝐻𝑙 + 𝛼𝑣𝜌𝑣𝐻𝑣
𝛼𝑙𝜌𝑙 + 𝛼𝑣𝜌𝑣

                                                   (𝑒𝑞. 1.10) 

Then, the Continuous Force Model (CFM) is introduced to model the surface tension like a pressure 
drop multiplied by a surface. It is a method developed in 1992 by Brackbill et al. used for modeling 
the surface tension effect on fluid motion. “Interfaces between fluids of different properties, or 
“colors”, are represented as transition regions of finite thickness across which some specific 
variables change continuously. At each point in the transition region, a force density is defined 
which is proportional to the curvature of the surface of constant color at that point. The continuum 
method eliminates the need for interface reconstruction, simplifies the calculation of surface 
tension, enables accurate modeling of two- and three-dimensional fluid flows driven by surface 
forces, and does not impose any modeling restriction on the number, complexity, or dynamic 
evolution of fluid interface having surface tension.” (Brackbill, Kothe, & Zemach, 1992). 

Thanks to the CFM, the surface tension is treated as a volume force (FV) in the momentum equation, 
and it can be written according to the eq. 1.11: 

𝐹𝑉 =
𝜎(𝛼𝑙𝜌𝑙𝜅𝑣∇𝛼𝑣 + 𝛼𝑣𝜌𝑣𝜅𝑙∇𝛼𝑙)

0.5(𝜌𝑙 + 𝑟ℎ𝑜𝑣)
                                       (𝑒𝑞. 1.11) 

Where 𝜅𝑙 =
Δ𝛼𝑙

∇𝛼𝑙 
, 𝜅𝑣 =

Δ𝛼𝑣

∇𝛼𝑣 
.   

For this case study, liquid water is the heat transfer fluid. Inside the tube, single-phase forced-
convection is the dominant heat transfer mechanism, meanwhile outside the tube pool boiling is 
the considered heat transfer mechanism. In that case, the Grashof (Gr) number is used to evaluate 
the flow-regime. Gr is defined in eq. 1.12: 

𝐺𝑟 =
𝑔𝛽(𝑇𝑠 − 𝑇∞)𝐷

3

𝑣2
                                                        (𝑒𝑞. 1.12) 

Where 𝛽 is the coefficient of thermal expansion [1/K], 𝑇𝑠 and 𝑇∞ are respectively the surface and 
the bulk temperature, D is the characteristic length [m] and 𝑣 is the kinematic viscosity [m2/s]. 

The transition from laminar to turbulent flow occurs for 109 < Gr < 1010 considering natural 
convection on vertical tubes. In the considered study, the boundary layer is assumed to be turbulent 
(1.05×1010 < Gr < 2.38×1010), therefore the κ-ε model is adopted (good performances for rotating 

flow, flow separation and secondary flow). 
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Mass and energy transfer is defined in eq. 1.12. It is an important parameter in the process of phase 
transition. knowing that the volumetric mass terms for liquid and vapor, Sl and Sv, can be obtained 
by the temperature field or boundary condition, the following relationship between the volumetric 
mass source and the heat source term is shown in eq. 1.13: 

𝑆 =
𝑆ℎ
ℎ𝑓𝑔

                                                                    (𝑒𝑞. 1.13) 

Where hfg is the latent heat [J/kg]. 

The mass flow rate at the liquid-vapor interface (eq. 1.14) is based on Hertz-Kundsen equation 
(Schrage, 1953): 

|𝑆′′| = 𝜙√
𝑀

2𝜋𝑅
(
𝑝𝑣

√𝑇𝑣
−
𝑝𝑠𝑎𝑡(𝑇𝑙)

√𝑇𝑙
)                                        (𝑒𝑞. 1.14) 

Where M is the molecular weight of vapor [g/mol], R is the universal gas constant (8.314 J/mol/K), 
φ is a correction factor. 

In the saturation conditions, the relation between pressure and temperature can be provided by the 
Clausius-Clapeyron equation (Knudsen, 1934): 

𝑑𝑝

𝑑𝑇
=

ℎ𝑓𝑔

𝑇 (
1
𝜌𝑣
−
1
𝜌𝑙
)
                                                     (𝑒𝑞. 1.15) 

Moving into a discrete condition, eq. 1.15 can be rewritten as the eq. 1.16: 

𝑝 − 𝑝𝑠𝑎𝑡 =
ℎ𝑓𝑔

𝑇 (
1
𝜌𝑣
−
1
𝜌𝑙
)
(𝑇 − 𝑇𝑠𝑎𝑡)                                       (𝑒𝑞. 1.16) 

So that it is possible to substitute eq. 1.16 in eq. 1.14 (Hertz-Kundsner equation): 

|𝑆′′| = 𝜙√
𝑀

2𝜋𝑅𝑇𝑠𝑎𝑡

ℎ𝑓𝑔

𝑇 (
1
𝜌𝑣
−
1
𝜌𝑙
)

(𝑇 − 𝑇𝑠𝑎𝑡)

𝑇𝑠𝑎𝑡
                                 (𝑒𝑞. 1.17) 

In this way, the liquid and vapor source term can be obtained and can be used in eq. 1.4 and in eq. 
1.5. Assuming the evaporation coefficient equal one (liquid crossing the interface completely 
evaporates and vapor crossing the interface complety condenses),vapor and liquid source term can 
be written respectively as shown in eq. 1.18 and eq. 1.19. 

𝑆𝑣 =
𝑟𝑙𝛼𝑙𝜌𝑙(𝑇𝑙 − 𝑇𝑠𝑎𝑡)

𝑇𝑠𝑎𝑡
, 𝑇𝑙 > 𝑇𝑠𝑎𝑡                                      (𝑒𝑞. 1.18) 
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𝑆𝑙 =
𝑟𝑣𝛼𝑣𝜌𝑣(𝑇𝑙 − 𝑇𝑠𝑎𝑡)

𝑇𝑠𝑎𝑡
, 𝑇𝑙 ≤ 𝑇𝑠𝑎𝑡                                    (𝑒𝑞. 1.19) 

Where r is an empirical coefficient called intensity factor and it is set as 0.1. 

The considered system is the PRHR HX applied in an AP1000 PWR. The heat exchanger is 
characterized by a bundle of 689 C-shape tubes. Outer tubes of the bundle are characterized by a 
more efficient pool boiling heat transfer. In order to obtain conservative results, a tube located in 
the inner region of the bundle is considered for the analysis, see Fig. 1.35. Taking advantage of the 
symmetry, only a 1/4 of the computational domain is taken into account. 

 
Fig. 1.35.  (a) Domain of the vertical section of the tube, (b) the computational region (Tian, Zhang, Wang, Cui, & Cheng, 2017). 

The outer diameter of the tube is equal to 19.05 mm. The thickness of tube is equal to 1.65 mm. 
The computational region is set 1D×2D. The tube’s length is equal to 270D, and the water level of 
the pool is 320D. Boundary conditions are listed in the Table 1.6. Numbers in the tables refer to 
Fig.1.36: 
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Table 1.6. Boundary conditions (Tian, Zhang, Wang, Cui, & Cheng, 2017). 

No. Location Boundary type 

1 Tube inlet  Free stream velocity 

2 Tube outlet  Pressure-outlet 

3 Tube wall Coupled 

4 Pool bottom Wall 

5 Pool sides Symmetry 

6 Pool outlet Pressure-outlet 

 

The mesh (hexahedral shape) is obtained using GAMBIT. The mesh is finer near wall region, were 
the gradients of the considered variables are high. Then, grid independence tests are performed. A 
total number of elements equal to 7,205,488 is chosen. 

For the validation of the numerical model, two different conditions in the nucleate boiling regime 
are considered. Different inlet temperature are taken into account: T1 (395.15 K) and T2 (420.15 
K). The corresponding difference of temperature between the tube’s outer surface and the pool 

water saturation temperature (eq. 1.20). 

Δ𝑇 = 𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑠𝑎𝑡                                                         (𝑒𝑞. 1.20) 

In this case, the corresponding difference of temperature are respectively 10 < ΔT1 < 15 K and 20 
< ΔT2 < 30 K. Results obtained by numerical simulations are compared with one of the most widely 
used nucleate pool boiling correlation (eq. 1.21, eq. 1.22, eq. 1.23): 

• Rohsenow correlation (Rohsenow, 1951): 

𝑞" = 𝜇𝑙ℎ𝑓𝑔√
𝑔(𝜌𝑙 − 𝜌𝑣)

𝜎
 (
𝐶𝑝(𝑇𝑠 − 𝑇𝑠𝑎𝑡)

𝐶𝑠𝑓ℎ𝑓𝑔𝑃𝑟𝑙
𝑠 )

3

                        (𝑒𝑞. 1.21) 

Where q” is the heat flux [W/m2], Csf is a coefficient depending on the selected fluid 
and surface material. For the combination of water and stainless steel (mechanically 
polished) this coefficient is 0.013. 

Fig. 1.36. Numerical model (Tian, Zhang, Wang, Cui, & 

Cheng, 2017) 
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• Corletti et al. correlation (Corletti, Hochreiter, & Squarer, 1989): 

Where the same previous correlation is proposed, but the coefficient Csf  is equal to 
0.034 (obtained from Westinghouse’s PRHR test facility). 

• Kang correlation (Kang, 1998): 

𝑞" =
0.019𝜀0.570Δ𝑇4.676

𝐷1.238𝐿0.072
                                               (𝑒𝑞. 1.22) 

Where ε is the surface’s roughness. This correlation comes out from an experimental 
study performed on vertical tubes immerged in a water tank (0.79×0.86 m cross section 
and 1 m height). Tube were simulated by electrically heated rod. 

• Parlatan-Rohatgi correlation (Parlatan & Rohatgi, 1997): 
𝑞" = 52.4Δ𝑇3.058                                              (𝑒𝑞. 1.23) 

That can be applied in the superheat interval 6 ≤ ΔT ≤ 22 K. The tested tube length is 
2m. 

Results are shown in Fig. 1.37. 
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Fig. 1.37. Heat flux as a function of the excess of temperature for all the considered correlation (Tian, Zhang, Wang, Cui, & 

Cheng, 2017) 

There is a significant difference between the results predicted by Rohsenow, Kang and Parlatan-
Rohatgi. One of the main reason is that the nucleate boiling surface affects boiling transfer 
(roughness, dimensions, active sites of nucleation), so different experimental conditions lead to 
different results. 
Another important aspect is that predictions provided by these empirical correlations are greater 
than the results obtained by correlation and PRHR HX tests performed by Corletti et al. previously 
mentioned. One of the reasons can be the different tube geometries since all the other correlations 
are extrapolated by experimental studies performed on shorter tubes with bigger pitches. 
Comparing Corletti et al. experimental data with Corletti et al. correlation, it is possible to see that 
correlation provides a comparable results with the experimental data only in the range of 20 < Δ𝑇 
< 40 K. In addition, within the range of ΔT2, numerical results and experimental data provide almost 
the same result. For this range of temperature, a new correlation can be extrapolated (eq. 1.24): 

𝑞" = 7.6Δ𝑇3    (20 < Δ𝑇 ≤ 30 𝐾)                                       (𝑒𝑞. 1.24) 
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For T1 conditions, corresponding to a 10 < Δ𝑇1 < 20 K, the numerical simulation predicts the 
experimental data published by Corletti et al. Based on these experimental data, another correlation 
(eq. 1.25) can be extrapolated for this range of superheat temperature: 

𝑞" = 78.35Δ𝑇2.38  (10 ≤ Δ𝑇 ≤ 20 𝐾)                                    (𝑒𝑞. 1.25) 

Tian et al. validated the new correlations (eq. 1.24 and eq. 1.24) showing a good agreement with 
experimental data collected by Corletti et al. and deviations between empirical correlations and 
numerical simulation’s results are shown in Table 1.7. 

Table 1.7. Numerical results compared with Corletti et al. correlation. (Tian, Zhang, Wang, Cui, & Cheng, 2017) 

 

From the physical fields analysis, the following parameter of the water pool are studied: flow field, 
temperature field and phase distribution for the vertical section of a tube placed in the intermediate 
region of bundle. Different axial location along the tube are considered. Physical parameter fields 
along the tube length present consistent differences. Results are shown in Fig. 1.38. 
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Fig. 1.38. Physical fields at (a) lower part, (b) middle part, (c) upper part of the vertical tube in the longitudinal direction (Tian, 

Zhang, Wang, Cui, & Cheng, 2017) 

Fig. 1.38 (a) shows temperature, velocity and void fraction fields in the bottom of the vertical 
section of the tube. From the void fraction profile, the formation and growing of bubbles on the 
tube surface can be noticed. Pool temperature is obviously higher next to the tube and it is 
approaching to the saturation value, meanwhile bulk temperature is still below the saturation point. 
As a matter of fact, void fraction is non zero on the surface, but it is mainly a local effect. Bubbles 
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grow on the surface, but if they detach quickly condense because of the subcooled water that 
surrounds them. 
In the middle region, Fig. 1.38 (b), bubbles coalescence and collapse but differently from what 
happens in lower regions, many bubbles are capable to reach the main stream. The resulting of: 
tension (acting perpendicularly to the wall), buoyancy and tangential force of the flow field 
produces bubbles elongation. Higher mixing and agitation can be detected also by the velocity field. 
In the upper region, Fig. 1.38 (c), pool water is at saturation conditions. The bubbly flow 
significantly affects the velocity field, which is more chaotic due to the mixing. 

As regards the primary fluid, Fig. 1.39 shows the temperature profile of hot liquid, inner and outer 
wall respect to the length of the vertical tube section (L), starting from the bottom of the pipe. Also 
the radial temperature distribution is shown for two different heights: at L=1 m and at L=5 m. 

 
Fig. 1.39. Axial, inner wall and outer wall temperature distribution in the vertical section of the tube (Tian, Zhang, Wang, Cui, & 

Cheng, 2017). 

Moving upward, the primary fluid temperature profile increases gradually, also inner and outer 
tube surface temperature increase. In the upper half of the tube’s vertical section, strong fluctuations 
on the inner and outer wall temperature profile can be detected. In particular there’s a peak of 
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temperature occurring at Z1 (4.75 m) and a valley occurring at Z2 (5.00 m). This behavior is due to 
bubble formation, coalescence and detachment, and can be easily view in Fig. 1.41, where void 
fraction is showed at axial positions Z1 and Z2 (moving from the blue to the red, void fraction 
increases). 

 
Fig. 1.40. Void fraction and velocity field at (a) Z1 and (b) Z2.(Tian, Zhang, Wang, Cui, & Cheng, 2017). 

When bubbles detach from the surface (Fig. 1.41 (a)), fresh subcooled liquid can rewet the wall 
and the heat transfer coefficient becomes lower because of the single-phase heat exchange. Then, 
liquid can evaporate (Fig. 1.41(b)) and the bubble nucleation improves the heat transfer, resulting 
in a relatively low thermal resistance. As a matter of fact, the heat transfer coefficients at Z1 and Z2 
are respectively equal to 1514.9 W/m2/K and 5750.6 W/m2/K. 

In order to evaluate the time-dependent behavior of the heat flux, the tube length is split into six 
sections and in each section the local heat flux is evaluated. Bottom section (section 1) starts at 0.5 
m, all the other sections’ height is equal to 1 m. Results are shown in Fig. 1.42 for a very small 
time interval (from 2.5 up to 3.2 s). In the lower half of the vertical tube section (sections from 1 
to 3) the heat flux is almost steady. In the upper half of the tube (sections from 4 to 6) the heat flux 
profiles show remarkable fluctuations because of the dominant boiling phenomena. Time-average 
heat fluxes on the outer tube’s surface increase along the tube. They are 5.53x104, 6.12 x104, 7.27 
x104, 9.08 x104, 9.62 x104 and 10.12 x104 W/m2 respectively from the bottom section to the top 
section. Can be noted that the heat flux of section five is higher than the one at section six when 
t=3.2 s, probably because of the presence of bubbles. 
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Fig. 1.41. Time dependent heat flux for different sections of the tube (Tian, Zhang, Wang, Cui, & Cheng, 2017). 

Concluding, the numerical model describing pool boiling is validated by empirical correlations and 
by experimental data. Results show the effect of tube length on nucleate pool boiling heat transfer 
mechanism, in particular, for large-scale vertical heat transfer tubes, the predicted heat power 
removed is lower because of the bubble coalescence, resulting in bigger vapor slugs. When larger 
vapor slug is formed on the outer wall surface, the number of activation sites becomes lower, so 
nucleation heat transfer mechanism deteriorates. Anyway, to study the effect of tube’s height and 
high heat flux on the pool boiling, experimental studies and numerical simulations need to be 
performed.  

Another interesting numerical investigation performed on a scaled PRHR HX immersed in a 
IRWST is the one discussed by Tao et al. (2018). The experimental apparatus was described in 
section 1.2.1. The schematic of PRHR test facility is shown in Fig. 1.13 and the main operating 
parameters are summarized in Table 1.2. The goal of this numerical investigation is to provide a 
hot primary fluid temperature profile and an outer wall temperature profile. Furthermore, these 
temperatures are used to compute the local heat flux and the heat transfer coefficient, in order to 
characterize the different stages of the heat transfer mechanism occurring during the experimental 
procedure. 

At first, the discretization of a heat transfer tube is provided, as shown in Fig. 1.42. The pipe A is 
discretized into n cells in the longitudinal direction. 
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Fig. 1.42 Heat transfer tube discretization (Tao, Gu, Xiong, Jiang, & Xie, 2018). 

For the calculations a steady state is assumed. The algorithm adopted is shown in Fig. 1.44. It is 
based on empirical correlations to describe the heat transfer mechanism occurring between the 
outer surface of the wall and the IRWST water. 



64 

 

 
Fig. 1.43. Flowchart of the solution algorithm. Eq(9) refers to Rohsenow correlation, Eq(14) refers to Bergles-Rohsenow 

correlation. (Tao, Gu, Xiong, Jiang, & Xie, 2018). 

The thermal power released from the i-th cell to the tank is calculated by eq. 1.26 (steady-state 1D 
equation of heat transmission): 

𝑄𝑖 =
𝜋𝐿𝑖

1
𝑑1𝛼1

+
1
2𝑘𝑤

log (
𝑑2
𝑑1
) +

1
𝑑2𝛼2

(𝑇𝑓,𝑖 − 𝑇𝑏,𝑖)                             (𝑒𝑞. 1.26) 
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With: Li the length of the i-th cell, d1 and d2 the inner and outer tube diameter, α1 and α2 the inner 
and outer heat transfer coefficient of the tube surface, kw the thermal conductivity of the wall 
(assumed constant), Tf,i and Tb,i the fluid temperature in the tube and the bulk temperature (last one 
obtained by experiments) of the i-th cell. 

The heat transfer Qi is also related to the temperature decay along the tube. According to the steady-
state 1D energy balance equation, it can be evaluated as written in eq. 1.27: 

𝑄𝑖 = 𝑊𝐶𝑝(𝑇𝑓,𝑖−1 − 𝑇𝑓,𝑖)                                                (𝑒𝑞. 1.27) 

Where: W is the mass flow (obtained by experimental measurements). 

As regards the heat transfer coefficient of the inner and outer surface of the tube, different 
correlations are used and compared. In particular, for the inner side, Taler correlation, Gnielinski 
correlation and Dittus-Boelter correlation are employed. From numerical analysis, the difference 
on heat transfer coefficient resulted smaller than 5% and on the heat transfer rate smaller than 1%. 
Since Dittus-Boelter is the simplest one, it is used in the following calculations and it is reported 
in eq. 1.28 (Incropera, Dewitt, Bergman, & Lavine, 2011): 

𝑁𝑢 =
𝛼1𝑑1
𝑘𝑓

= 0.023𝑅𝑒0.8𝑃𝑟0.3                                          (𝑒𝑞. 1.28) 

Where kf is the fluid thermal conductivity, Re is the Reynolds number and Pr is the Prandtl number. 

The heat transfer mode on the outer surface is more complex. It could be saturated boiling, 
subcooled boiling or natural convection. When the bulk water inside the tank reaches the saturation 
condition, the heat transfer mode on the outer surface is considered to be saturated boiling. In this 
case the Rohsenow correlation, shown in eq. 1.12, is employed to calculate the heat transfer 
coefficient (Rohsenow, 1951). 

The water saturation temperature at different heights of the tank can be evaluated using the 
corresponding pressure calculated using eq. 1.29: 

𝑝 = 𝑝0 + 𝜌𝑔𝐻                                                          (𝑒𝑞. 1.29) 

Where p0 is the pressure at the top of the tank, ρ is the density of the water, and H is the distance 
from the free surface of the water pool. 

When outer wall temperature reaches the value of onset boiling, boiling phenomena are assumed 
to occur, otherwise, natural convection is the heat transfer mechanism at that point. The temperature 
of onset boiling on the outer surface of the tube can be evaluated using the Bergles-Rohsenow 
correlation (Bergles & Rohsenow, 1694): 



66 

 

𝑇𝑤,𝑂𝑁𝐵 = 𝑇𝑠𝑎𝑡 + 0.556 (
556.3𝑞"

𝑝1.156
)
0.3538𝑝0.0234

                             (𝑒𝑞. 1.30) 

Where p is the pressure [Pa]. 

When the wall temperature is higher than the value obtained by eq. 1.30, and the bulk temperature 
in the IRWST is lower than the saturation value (depending on the pressure obtained by eq. 1.29), 
the heat transfer mechanism between pool water and the outer surface of the heating pipe is the 
subcooled boiling. On the other hand, if the bulk temperature reaches the saturation conditions, 
saturated boiling occurs. 

For the single-phase natural convection, two different correlations can be used, according to the 
tube’s orientation: horizontal or vertical. Churchill and Chu provided different correlations for each 
configuration. In particular, single phase free convection along the lower horizontal section is 
evaluated by eq. 1.31 (Churchill & Chu, 1975): 

𝑁𝑢 =

(
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                        (𝑒𝑞. 1.31) 

It can be used for a wide range of Rayleigh (Ra), and the outer diameter is used as characteristic 
length. Ra is defined in eq. 1.33: 

𝑅𝑎 = 𝐺𝑟 ∗ Pr                                                           (𝑒𝑞. 1.32) 

Where Gr is the Grashof number was defined in eq. 1.12 

Where x is the characteristic length, g is the gravity acceleration, 𝛽  is the thermal expansion 
coefficient [1/K], 𝜇 is the dynamic viscosity [Pa s] and 𝜌is the liquid density [kg/m3]. Pr is the 
Prandtl number. 

The other Churchill and Chu correlation (Churchill & Chu, 1975)  that is used for natural 
convection along the vertical section of the test pipe is shown in eq. 1.33: 
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                 (𝑒𝑞. 1.33) 

In that case the characteristic length becomes the distance from the lower horizonal section of the 
heat exchanger. 

As regards bended sections, no correlations are available, so the heat transfer coefficient is obtained 
by interpolating eq. 1.32 and eq. 1.35. 

For subcooled boiling, Bergles and Rohsenow suggested the interpolation of boiling and 
convection heat flux, as reported in eq. 1.34 (Bergles & Rohsenow, 1694): 

𝑞 = 𝑞𝑛𝑐√1 + (
𝑞𝑛𝑏
𝑞𝑛𝑐

(1 −
𝑞𝑖
𝑞𝑛𝑐
))

2

                                        (𝑒𝑞. 1.34) 

Where q is the heat flux, qnc is the single-phase natural convection heat flux and qnb is the nucleate 
boiling heat flux. The heat flux qi is obtained as the product between the wall superheat of the 
boiling onset and the heat transfer coefficient obtained Churchill and Chu correlations. 

Numerical results are compared with the experimental results, previously discussed in section 1.2.1. 
Adopting this theoretical model, a good prediction of the local heat transfer along the tube is 
confirmed. The discrepancy between experimental and numerical data is lower than 4%, as shown 
in Fig. 1.17.  

A different heat transfer model was discussed by Ganguli et al. (2010) in order to describe the heat 
transfer process of a single-tube pool heat exchanger. The system (Fig. 1.12) was discussed in 
section 1.2.1. In order to provide a mathematical model capable to describe such a complicated 
system, saturation temperature and latent heat can be assumed constant. As regards thermophysical 
properties of water and steam, they are evaluated at saturation temperature. The model is based on 
the repartition of the heat flux exchanged between the outer tube surface and the pool, into three 
different components, as shown in eq. 1.35: 

𝑞"𝑡𝑜𝑡 = 𝑞"𝐹 + 𝑞"𝑄 + 𝑞"𝐸                                                   (𝑒𝑞. 1.35) 
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Where 𝑞"𝐹, 𝑞"𝑄 and 𝑞"𝐸   are respectively the heat flux due to single-phase convection, quenching 
and evaporation.  

Single phase natural convection is calculated using eq. 1.36: 

𝑞𝐹" = 0.14 𝜌𝐿𝑐𝑝 [
𝛽𝑔Δ𝑇4𝛼2

𝜈
]

1
3

                                          (𝑒𝑞. 1.36) 

Where 𝜌𝐿  is the liquid density [kg/m3], 𝑐𝑝  is the liquid specific heat [J/kg/K], 𝛽 is the thermal 
expansion coefficient [1/K], 𝛼 is the thermal diffusivity [m2/s], 𝜈 is the kinematic viscosity [m2/s] 
and Δ𝑇 is the temperature difference between the heated wall and the bulk temperature. 

The evaporation heat flux is the flux required to produce bubbles on the heated surface and it is 
obtained by eq. 1.37 

𝑞𝐸" = �̇�𝑤𝜆                                                               (𝑒𝑞. 1.37) 

Where 𝜆 is the latent heat of vaporization, and �̇�𝑤  is the periodic release of bubbles by each 
nucleation site, which can be computed using eq. 1.38: 

�̇�𝑤 = 𝜌𝐺𝜋
𝑑𝑤
3

6
𝑁𝐴𝑓                                                       (𝑒𝑞. 1.38) 

With f is the bubble frequency [Hz], dw is the bubble departure diameter [mm] and 𝑁𝐴  is the 
nucleation site density, which is obtained by Kurul and Podowki correlation (Kurul & Podowski, 
1991): 

𝑁𝐴 = (185 ∙ Δ𝑇𝑠𝑢𝑝)
1.805

                                                 (eq. 1.39) 

Δ𝑇𝑠𝑢𝑝 = 𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑠𝑎𝑡                                                        (𝑒𝑞. 1.40) 

As regards the quenching heat flux, it is the heat flux due to the liquid water that replaces the 
volume where a bubble used to grow, or the volume occupied by a bubble before than that 
collapsed. Quenching heat flux can be obtained using eq. 1.41 

𝑞𝑄" = 2√𝜋 𝑘 𝜌 𝐶𝑝 𝑓𝑑𝑏
2 𝑁𝐴 Δ𝑇                                            (𝑒𝑞. 1.41) 

Where db is the bubble diameter [mm]. 

Knowing all the component of the heat flux exchanged from the heated pipe to the pool, an energy 
balance can be performed, in order to evaluate the total amount of energy released to the pool at 
time t (eq. 1.42). 
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𝐸𝑡𝑜𝑡(𝑡) = 𝐸𝐹 + 𝐸𝑄 + 𝐸𝐸 = 𝑞𝐹"𝐴𝐹𝑡 + 𝑞𝑄"𝐴𝑄𝑡 + 𝑞𝐸"𝐴𝐸𝑡                 (𝑒𝑞. 1.42) 

Where A is the heat transfer surface of each one of the heat transfer mechanisms [m2]. Results are 
summarized in table 1.8. 

Table 1.8. Energy balance in the glass tank (Ganguli, Sathe, Pandit, Joshi, & Vijayan, 2010). 

Time Input energy Evaporative energy Quenching energy Convective energy 

t(s) E(J) × 106 EE(J) × 106 EQ(J) × 106 EF(J) × 106 
- - CFD Experiments CFD Experiments CFD Experiments 

50 6.25 3.24 4.05 0.259 0.323 1.51 1.88 
80 10 0.112 0.172 1.54 2.36 6.51 7.46 
120 15 1.83 2.37 2.89 3.74 11.6 8.89 
160 20 0.018 0.020 5.00 5.61 17.8 14.4 
200 25 1.60 1.66 6.68 6.93 24.1 16.4 

Input energy was experimentally measured as the product between the condensed mass of water 
times the latent heat of evaporation. Energy components are evaluated using the same correlations 
implemented in the numerical model (eq. 1.36, eq. 1.37 and eq. 1.41) but temperatures are detected 
by thermocouples. 

Evaporative heat flux is dominant during the starting phase (until 50 s), and experimental and 
numerical analysis are comparable. When pool boiling nucleation is reached, the convective heat 
flux prevails because of the development of turbulence. Also the quenching heat flux becomes 
higher and higher from 80 s until the end of the experiment, thanks to the increasing bubble 
production which results in higher water flowrate filling up the area where bubble used to grow. A 
certain discrepancy between experimental and numerical result as regards quenching heat flux and 
convective heat flux can be noticed, especially during the last 40 s of the analysis. 

For the considered time interval (50-200 s), the major contribution is provided by the energy 
associated to the convective heat flux (85-90%), meanwhile evaporative and quenching heat flux 
are less significant (respectively 8-10% and 2-3% of the total energy released to the tank water). 
This suggests that the most of the energy transfer from the hot tube to the system is due to mixing 
processes for 0 < t < 200 s. They are improved by the turbulent flow regime, achieved also by the 
evaporation of water in contact with the heated channel (evaporative heat flux) and by the 
replacement of fresh water in the area where bubbles used to grow (quenching heat flux). 
Furthermore, the energy associated to these heat transfer mechanisms shows a good agreement 
between experimental data and numerical simulation. Convective energy, on the other hand, is 
affected by a deviation of ±20%. The reason may be related to the adopted instrumentation (i.e. 
thermocouples with low response time). Results are also shown in Fig. 1.44. 
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Fig. 1.44. Energy variation respect to time. . CFD — (1) EF, (2) EQ , (3) EE and (4) Etot. Experimental (triangle) EF, (rhombus) EQ, 

(square) EE and (circle) Etot. (Arijit, et al., 2010) 
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1.3 CONCLUSIONS ON THE STATE OF ART 

As regards the investigation on the heat transfer performance of PRHR HX immerged in the 
IRWST, adopting a C-shape heating rods bundle, both experimental studies on scaled system and 
numerical simulations were carried out. 
In the first case different techniques were adopted (e.g. PIV, thermocouples) in order to highlight 
the most important parameter such as the velocity field and the temperature field distribution, 
showing a certain agreement with computational analysis. Lu, et al., (2016) tried to investigate the 
evolution of the “thermal interface” during the heat exchange of a 3x4 PRHR HX. Thermal 
interface’s motion has great influence on thermal stratification phenomenon, in particular as 
regards the mixing of the lower region, which is not involved in the heat transfer for most of the 
time. Tao, et al., (2018) performed a parametric study in a scaled 6x7 PRHR HX in order to evaluate 
the effect on the heat exchange of different operating conditions. For increasing mass flowrate and 
inlet temperature, an increase of the heat transfer coefficient was detected. They also showed the 
repartition of the heat flux across the vertical and the horizontal sections, highlighting that most of 
the heat transfer occur in the upper horizontal and in the higher region of the vertical tube. However, 
the involved phenomena can not be fully investigated in scaled systems because of the influence 
of geometrical parameter (H/D ratio, pitch between the bundle, number of tubes in the bundle and 
so on).  
From the numerical simulations’ point of view, Ge, et al., (2018) simulated the heat transfer 
between PRHR HX and water in the IRWST. According to the  results obtained by the simulation, 
thermal stratification suppression is reached later than detected in the scaled experiments. This 
result can be explained because the lower region of the tank seems to contribute earlier to the heat 
transfer through natural circulation. The radial mixing produces a stronger recirculation far away 
from the PRHR HX and, consequently, the bottom of the IRWST is involved more easily in the 
heat exchange, thus temperature gradient is weaker. Also Tian, et al., (2017) numerically 
investigated the heat transfer characteristic of a single tube, based on the PRHR HX’s bundle. Their 
model was validated by experimental data and empirical correlations, showing that the tube length 
strongly affects the heat transfer, in particular during the nucleate boiling regime. They also 
compared different empirical correlations, illustrating remarkable differences between them, 
depending on the conditions in which tests were performed, i.e. flow regime (subcooled or saturated 
boiling), range of temperature (subcooling degree, excess of temperature), heat flux (constant or 
time dependent and its absolute value), mass flowrate, pipe inclination, surface’s roughness. 

The other category of experimental study can be identified by the single tube heat exchanger. This 
kind of system can be very useful in order to investigate the heat transfer mechanism during the 
pool boiling under different conditions. PIV techniques are widely used in this field, but also 
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thermocouples, of course. They are characterized by a simpler design, if compared to bundle heat 
exchangers, but can be used to study the process of thermal stratification, the evolution of the 
thermal interface or the development of the heat transfer mechanisms under particular conditions 
of interest, since, for single tube heat exchanger, different configuration can be tested (e.g. different 
tube shape, different kind of confinement). 
Tian, et al., (2018) investigated the local heat transfer characteristics of pool boiling on a vertical 
tube (length and diameter respectively equal to 1500 mm and 20 mm) under two different 
configurations: unconfined and confined space. The confinement was obtained by a squared glass 
shell (cross section 80 mm x 80 mm). The heat transfer mechanism in the confined space is 
convective boiling, as a result of the stronger natural convection flow which enhances the 
longitudinal heat transfer, in contrast to the radial mixing observed in the pool boiling. The 
improvement of the longitudinal heat transfer reduces the stagnation of the water in the lower 
region, reducing the thermal stratification. 
Also Ganguli, et al., (2010)  performed some experimental measurements on a single-tube heat 
exchanger, focusing on pool boiling heat transfer. In this case a different approach was followed 
because also a CFD analysis were performed. The model was validated by experimental 
measurements, considering the total heat flux divided in three components: single phase natural 
convection, evaporation and quenching heat flux. The heat transfer mechanism was studied in a 
relatively small time interval (from 50 s to 200 s after the onset of subcooled boiling). During the 
heat exchange, the energy transfer was mainly due to the convective heat flux.  
From the cited studies, there are some aspects that are quite well understood, and other that need 
to be further investigated. In particular, during the first phase of the pool boiling heat exchange, the 
instauration of the single-phase natural circulation can be predicted quite easily. As a matter of fact, 
it is the simplest heat transfer mechanism and the literature in this field can be very useful to predict 
the fluid behavior in terms of heat transfer coefficient. Typically Churchill & Chu correlations are 
used in order to evaluate the Nusselt number during this stage of the heat transfer process. Also the 
thermal stratification build-up seems to be well known, also because, during the last decades, it 
was subject of study for systems like solar storage thanks. However, in nuclear industry, the delay 
(or, even better, the suppression) of thermal stratification is pursued, which represents a more 
challenging goal. In order to reach this result is fundamental to better understand some issues of 
the thermofluid-dynamics in pool heat exchangers. 

To the present day, one of the most important limits is represented by the dimension of the system 
(pool and heat exchanger). As a matter of fact, due to the complexity of two-phase heat exchange, 
the heat transfer mechanism is affected by the system’s scale. Higher vertical surfaces involved in 
the heat exchange implicate higher buoyancy forces. The intensification of buoyancy forces affects 
positively the heat exchange and the secondary fluid is in general capable to remove an higher heat 
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flux from the heated pipes. In addition, as the size of the heat exchanger increases, different flow 
regimes can be observed. One of the reasons that make this kind of heat transfer mechanism so 
complex is the presence of a set of phenomena involved with the bubble dynamic inside the liquid 
(e.g. film dynamic, bubble’s formation, bubble’s detachment, interaction between bubbles and 

main flow, bubbles collision, sliding and so on) which are phenomena that characterize different 
phases during the subcooled pool boiling and the saturated pool boiling. 

From these considerations, the main uncertainties related to the thermofluid-dynamic in pool heat 
exchangers seem to be related to the lack of experimental measurements on different space-scale, 
considering different tube and/or pool geometries or studies focused on some phase of the heat 
transfer mechanism, in particular two-phase regimes. 

As regards the system’s size, it is difficult to get proper insight of the boiling over tube in industrial 
applications because of the expensive industrial scale experiments. As a matter of fact the height 
of the heat exchanger represents one of the most debated point. However CFD can easily be 
implemented, with less costs, to investigate local heat transfer characteristics and mechanisms, 
providing also quantitative information about temperature, phase distribution, flow field and so on 
and so for. Anyway, numerical models need experimental measurements in order to be validated.  

Concerning the geometries involved, different tube shape (e.g. vertical or C-shaped) or different 
bundle arrangement (different pitches) can lead to different results that need to be further 
investigated. Furthermore, pool boiling in confined space shows interesting results in terms of 
improvement of the heat transfer mechanism, “however, the literature of pool boiling on the vertical 
tube bundles and a vertical tube in confined space is insufficient” (Tian, Chen, Wang, Cui, & 
Cheng, 2018). Different operating conditions (e.g. different flowrate, heat flux, range of 
temperature) may also highlight limits of correlations, when they are not sufficient to predict some 
aspect concerning the heat exchange.  

As regards the two-phase heat transfer mechanism, in most of the experimental set-ups described 
in section 1.2.1 the heat transfer is achieved using electrically heated rods or using subcooled liquid 
as primary fluid probably for two reasons: they are simpler solutions (in particular the first one) 
and condensation is assumed to be not relevant and only pool boiling on the wall-pool interface is 
studied. Actually condensation should be taken into account in further studies in order to investigate 
a wide range of accidents involving natural circulation safety systems where primary fluid is steam 
or a two-phase mixture rather than subcooled liquid.  

Considering the difficulties related to large scale systems, it is not so easy to study in detail the 
effect of tube length on pool boiling. On the other hand, the aspects that need to be further analyzed 
are the pool boiling with vertical tube eventually in confined space, which can help into the 
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evaluation of the heat transfer in tube bundles (much closer to real industrial applications than the 
single tube) and the condensation process occurring on the inner side of the tube.  

For this purpose, pool boiling heat transfer will be investigated in a experimental system. A small 
cylindrical tank (inner diameter equal to 592 mm, height equal to 1000 mm) filled y water at 
atmospheric pressure will be the thermal sink. The heat source, starting from a simpler 
configuration, will be a single vertical tube in unconfined space. An electrically heated rod will be 
used during the first experimental phase. Than the heat source will be replaced by dry saturated 
steam in order to evaluate how the pool boiling changes respect these two configuration, 
respectively characterized by an imposed heat flux and by an imposed temperature. After the single 
tube analysis, the effect of confinements can be evaluated, or tube bundle’s performances can be 

studied.  
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2. HEAT EXCHANGE 

In this section, the description of the heat transfer mechanisms occurring in the experimental system 
will be addressed. On the pool side, the liquid is heated up and the heat transfer mechanism is the  
pool boiling. Assuming an imposed temperature configuration of the experimental system, on the 
inner tube side there is saturated steam that, flowing inside the pipe, undergoes to condensation.  

2.1 POOL BOILING 

Boiling heat transfer occurs when liquid temperature reaches the saturation temperature 
corresponding to the liquid pressure. When saturation condition are reached, formation of vapor 
bubbles occurs. Bubbles can grow and detach from the interface where the heat transfer is 
occurring. In pool boiling the heat transfer process occurs between the liquid and a hot surface (i.e. 
a pipe). At the beginning, liquid is stagnant and its motion nearby the heating surface is due to 
natural convection. As the heat transfer continues, bubbles can nucleate on the surface and liquid 
motion is also induced by the mixing resulting from bubble growth and detachment. On the other 
hand, during forced convection boiling, fluid motion is induced externally (by a pressure 
difference) and by bubbles motions. A further boiling classification can be performed 
distinguishing subcooled and saturated boiling. Subcooled boiling occurs under thermodynamic 
instability conditions: far from the heat source, liquid’s bulk temperature is below the saturation 

value. On the contrary, near the heat source the fluid reaches the saturation conditions and bubbles 
can be formed. When they detach and reach the subcooled liquid they condense. During the 
saturated boiling, the temperature of the liquid is homogeneous and it is equal to the saturation 
temperature everywhere. In that case bubbles are formed at the liquid-heat source interface and 
they can move through the liquid under the effect of buoyancy forces. 

Pool boiling is a heat transfer mechanism occurring in presence of a heated surface which is 
submerged in a large volume of stagnant liquid. Also for pool boiling is possible to distinguish the 
subcooled pool boiling (if the liquid temperature is below the boiling point) and the saturated pool 
boiling (if the liquid temperature is at its boiling point. In order to better understand this 
mechanisms that characterize the saturated pool boiling the boiling curve can be analyzed. 

 The boiling curve (imposed heat flux) 

Nukiyama was the first to study pool boiling, in 1934, identifying different regimes throughout the 
evolution of the heat transfer (Nukiyama, 1934). The experimental apparatus is schematically 
shown in Fig. 2.1. It was made by a Pyrex tank (15 cm x 15 cm x 40 cm) filled by deionized 
saturated water at atmospheric pressure. The heat input from the horizontal wire (Q) was 
determined by measuring the current flow I. The wire temperature was estimated measuring the 
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potential drop E and knowing how the electrical resistance (Rel) changed with temperature. This 
configuration is called power-control heating, since the wire temperature is a dependent variable 
of the power setting. 

 
Fig. 2.1. Schematic of the Nukiyama experimental system (power control heating configuration) (Incropera, Dewitt, Bergman, & 

Lavine, 2011). 

The results of the experiment for water at the atmospheric pressure are showed in the so called 
“boiling curve” Fig. 2.2. The curve is the representation of the surface heat flux against the excess 

of temperature ∆Te  which is defined in eq. 2.1, as follows: 

Δ𝑇𝑒 = 𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑠𝑎𝑡                                                       (𝑒𝑞. 2.1) 

Looking at the boiling curve, it is possible to see that for excess temperature lower than 5 °C boiling 
does not occur. The Onset of Nucleate Boiling (ONB) is detected when ∆Te≈5 °C. With further 
increase in power, the heat flux sharply increased in the nucleate boiling region until it reaches the 
Critical Heat Flux (CHF). CHF corresponds to the maximum heat flux that can be achieved during 
nucleate boiling. Beyond this value, an increase of the heat flux produces an impressive increase 
of the excess of temperature, because of the occurrence of film boiling. On the other hand, reducing 
the power, the variation of ∆Te with the heat flux follows the cooling curve, passing through the 
minimum heat flux, where a further decrease of power causes the excess temperature to drop 
abruptly. Then the process follows the boiling curve, passing through the nucleate boiling regime 
(at low heat flux) and through the natural convection regime. The hysteresis effect showed in Fig. 
2.2 can be achieved only through a power-control heating. In order to observe the fluctuations of 
the heat flux during the transition boiling regime, the excess temperature must be the control 
variable. This kind of arrangement can be obtained, for example, by heating the heat transfer 
surface with a hot liquid flowing inside a tube. In that case the heat flux can be calculated by 
measuring the hot liquid temperature variation: 
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𝑞” = 𝑊 𝑐𝑝
𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡

𝐴
                                                    (𝑒𝑞. 2.2) 

Where W is the hot fluid mass flowrate, 𝑐𝑝 is the hot liquid heat capacity at constant pressure, A is 
the heat transfer surface and 𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡 is the drop of temperature of the hot fluid between the inlet 
and the outlet section. 

The main characteristics of each regime occurring during pool boiling of water at atmospheric 
pressure are discussed below. 

 
Fig. 2.2. Boiling curve for pool boiling of water at atmospheric pressure (Thompson, 2013). 

• Nucleate boiling regime 

Nucleate boiling regime’s lower and upper limits are respectively ONB and the CHF, which 
corresponds to 5≤∆Te≤30 °C for water at atmospheric pressure. Within this range of temperatures, 
two different flow regimes can be detected. In the first region, up to ∆Te≈10 °C, bubbles formation 
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start to occur in few nucleation sites. Some of the bubbles depart from the heated surface, as shown 
in Fig. 2.3 (a). When bubbles detach from the wall, considerable fluid mixing near the surface is 
induced. Mixing produces a remarkable increase of the heat transfer coefficient h and the heat flux 
qs”. When the excess of temperature becomes higher than 10 °C, the number of active nucleation 
sites increases, therefore more bubbles grow on the heated surface. This results in bubble 
coalescence and vapor, escaping as columns or jets, reaches the free surface as slugs of vapor, see 
Fig. 2.3 (b). In the vicinity of the heated surface, liquid encounters some difficulties to reach the 
solid surface because the region is densely populated by bubbles. As the excess of temperature 
increases, the heat flux starts being no more linear in the log-log plot of Fig. 2.2. When qs”= qmax”, 
the CHF is reached and a considerable amount of vapor is begin formed on the wire’s surface. In 
this condition, fresh liquid can’t easily rewet the heating surface, as illustrated in Fig. 2.3 (c). This 
regime is characterized by high values of heat transfer coefficient. For water at atmospheric 
pressure, the typical order of magnitude of the heat transfer coefficient is 104 W/m2/K, meanwhile, 
under the same conditions, CHF’s order of magnitude is 106 W/m2. 

• Film boiling regime 

Film boiling regime starts when the excess of temperature exceeds 120 °C in water at atmospheric 
pressure, in correspondence of the minimum heat flux. There, the entire surface is covered by a 
thin layer of vapor and heat transfer from the heat source to the water occurs thanks conductive and 
radiative heat transfer mechanisms through the layer of vapor. When the surface temperature 
increases, radiation becomes more and more significant, and the heat flux becomes higher. During 
the film boiling adopting a power control heating, in order to detect an increase of heat flux, a 
remarkable excess of temperature is required (more than 1000 °C), but an excessive increase of the 
surface temperature can results into the melting of the heating rod. Film boiling is illustrated in Fig. 
2.3 (e).  

• Transition boiling regime 

The region corresponding to 30≤∆Te≤120 °C is called transition boiling. In this regime, any point 
of the surface may oscillate between nucleate boiling (most efficient heat transfer mechanism of 
pool boiling) and film boiling (less efficient heat transfer mechanism of pool boiling). Transition 
boiling can be observed if the excess of temperature is the control variable. Within the range of 
temperature of transition boiling, the heat flux is affected by huge fluctuations due to the continuous 
transition between nucleate boiling and transition boiling. The behavior of the heat flux, illustrated 
in the boiling curve (Fig. 2.2), is a best-fit of the experimental measurements carried out. As the 
heating process goes on, for increasing values of the excess temperature, the heating surface is 
covered by a progressively increasing vapor film. Transition boiling is illustrated in Fig. 2.3 (d). 
When ∆Te>120°C, film boiling occurs. 
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Fig. 2.3. Pool boiling regimes: a schematic representation(Collier & Thome, 1994) 

 Pool boiling correlation 

The boiling curve previously described shows that various physical mechanisms characterize the 
different regimes, for this reason many heat transfer correlations were developed for the boiling 
process. 

• Nucleate pool boiling 

In order to evaluate the nucleate pool boiling, the total number of  active nucleation sites should be 
required, as well the bubbles formation frequency from each site. Even though this kind of heat 
transfer mechanism is widely studied due to its interesting industrial application, there is no 
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mathematical model capable to describe in detail nucleate pool boiling regime. To the present day 
one of the most used correlations for the nucleate pool boiling is the one developed by Rohsenow 
(Rohsenow, 1951), eq. 2.3: 

𝑞𝑠
′′ = 𝜇𝑙ℎ𝑓𝑔 (

𝑔(𝜌𝑙 − 𝜌𝑣)

𝜎
)

1
2

(
𝑐𝑝,𝑙Δ𝑇𝑒

𝐶𝑠,𝑓ℎ𝑓𝑔𝑃𝑟𝑙
𝑛 
)

3

                              (𝑒𝑞. 2.3) 

Where 𝜇𝑙  is the liquid dynamic viscosity [Pa*s], ℎ𝑓𝑔  is the latent heat of evaporation, g is the 
gravity acceleration [m/s2], ρ is the density [kg/m3], σ is the surface tension [N/m], cp,l is the specific 
heat of liquid at constant pressure [J/kg/K], Pr,l is the Prandtl number of liquid water,  Δ𝑇𝑒 is the 
excess of temperature. All the fluid’s properties must be evaluated at the saturation temperature. 
Cs,f  and n are coefficients depending on the surface-fluid combination. Some values of these 
parameters are showed in table 2.1. 

Table 2.1 Values of Cs,f  and n coefficients for some combinations of fluid-surface’s material (Incropera, Dewitt, Bergman, & Lavine, 

2011) 

Surface-Fluid Combination Cs,f n 

Water-Copper 

-Scored 

-Polished 

 

0.0068 

0.0128 

 

1.0 

1.0 

Water-Stainless steel 

-Chemically etched 

-Mechanically polished 

-Ground and polished 

 

0.0133 

0.0132 

0.0080 

 

1.0 

1.0 

1.0 

Water-Brass 0.0060 1.0 

Water-nickel 0.006 1.0 

n-Pentane-Copper 

-Polished 

-Lapped 

 

0.0154 

0.0049 

 

1.7 

1.7 

Benzene-Chromium 0.0101 1.7 
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There are also other correlation that can be used in order to evaluate the heat transfer coefficient 
during the nucleate boiling heat transfer. One of them is the Mostinsky correlation, eq. 2.4 (Collier 
& Thome, 1994): 

 ℎ = 𝐴′ ∗ 𝐹(𝑝) ∗ 𝑞𝑠
′′0.7                                                    (𝑒𝑞. 2.4) 

Where A’ is a constant and F(p) is a function of pressure. They are defined respectively in eq. 2.5 
and eq. 2.6: 

 𝐴 = 0.1011𝑝𝑐𝑟
0.69                                                          (𝑒𝑞. 2.5) 

𝐹(𝑝) = 1.8 ∗ 𝑝𝑟
0.17 + 4𝑝𝑟

1.2 + 10𝑝𝑟
10                                      (𝑒𝑞. 2.6) 

This correlation depends only on the exchanged heat flux during the nucleate boiling [W/m2] and 
on pressures, in particular n the critical pressure pcr [bar], which is the pressure corresponding to 
the critical point (thermodynamic condition in which vapor can not be liquefied by compression) 
and by the reduced pressure pr which is the ratio between the pressure of a fluid and its critical 
pressure. This correlation is easier to use than the Rohsenow correlation, and can be very useful if 
some of the fluid’s properties are not available.  

Another widely used correlation is the Cooper’s one (Collier & Thome, 1994): 

ℎ = 55 ∗ 𝑝𝑟
0.12−0.4343 ln𝑅𝑝(−0.4343 ln 𝑝𝑟)

−0.55𝑀−0.5𝑞𝑠
′′0.67               (𝑒𝑞. 2.7) 

Also this correlation depends strongly on the reduced pressure pr, but also on the molecular weight 
of the liquid M [g/mol], on the heat flux [W/m2] and also on the surface’s roughness Rp [μm]. For 
unspecified surface, Rp is set equal to 1.0 μm. Cooper also suggested multiplying h by a factor 1.7 
for boiling on horizontal copper cylinders. The range of applicability of this correlation covers 
values of reduced pressure from 0.001 to 0.9 and values of molecular weight from 2 up to 200. 

• Maximum and minimum heat flux  

The critical heat flux represent a point of great interest on the boiling curve. Zuber (Zuber, 1958), 
through a hydrodynamic stability analysis, obtained an expression which is approximated by eq. 
2.8: 

𝑞𝑚𝑎𝑥
′′ = 𝐶ℎ𝑓𝑔𝜌𝑣 (

𝜎𝑔(𝜌𝑙 − 𝜌𝑣)

𝜌𝑣2
)

1
4

                                           (𝑒𝑞. 2.8) 

Where ℎ𝑓𝑔 is the latent heat of evaporation, g is the gravity acceleration [m/s2], ρ is the density 
[kg/m3], σ is the surface tension [N/m]. Subscript v and l are referred respectively to saturated steam 
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and saturated liquid. Constant C takes into account the geometry of the system, for examples for 
large horizontal cylinders and sphere C=π/24 (the Zuber constant), for large horizontal plates 
C=0.149, but in general the value C=0.15 can be used. 

If heat flux drops below the minimum value, the stable vapor layer that characterizes the film 
boiling collapse, resulting in the cooling of the surface and the boiling regime becomes nucleate 
boiling. Zuber (Zuber, 1958) derived the correlation, reported in eq.2.9, for the minimum heat flux, 
from a large horizontal plate: 

𝑞𝑚𝑖𝑛
′′ = 𝐶ℎ𝑓𝑔𝜌𝑣 (

𝜎𝑔(𝜌𝑙 − 𝜌𝑣)

(𝜌𝑙 − 𝜌𝑣)2
)

1
4

                                           (𝑒𝑞. 2.9) 

It depends on the same parameters used in the previous correlation for the CHF. Also in that case 
fluid’s properties must be evaluated in saturation conditions. The constant C=0.09 was determined 
by Berenson (Berenson, 1961) through experimental measurements. The results obtained by this 
correlation are acceptable at moderate pressure, but provides a less accurate estimation at higher 
pressures. Similar results is obtained for cylindrical horizontal tubes. 

• Film pool boiling 

When the film pool boiling is reached, a stable vapor layer can be detected on the heated surface 
and, at first, the dominant heat transfer mechanism is conduction through the vapor. If the wall 
temperature increases, radiative heat transfer becomes no more negligible, in particular when 
Ts>300 °C. These two phenomena are involved in the heat exchange, but their contribution is not 
linearly additive. Bromley investigated film boiling on horizontal tubes and suggested the 
calculation of the heat transfer coefficient from eq. 2.10 (Bromley, 1950): 

ℎ̅
4
3 = (ℎ̅𝑐𝑜𝑛𝑣)

4
3 + ℎ̅𝑟𝑎𝑑ℎ̅

1
3                                                   (𝑒𝑞. 2.10) 

If ℎ̅𝑟𝑎𝑑 < ℎ̅𝑐𝑜𝑛𝑣 the simpler eq. 2.11 can be used: 

ℎ̅ = ℎ̅𝑐𝑜𝑛𝑣 +
3

4
ℎ̅𝑟𝑎𝑑                                                       (𝑒𝑞. 2.11) 

The convective average heat transfer coefficient ℎ̅𝑐𝑜𝑛𝑣  can be evaluated through eq. 2.12 for a 
sphere or a cylinder: 

 𝑁𝑢𝐷̅̅ ̅̅ ̅̅ =
ℎ̅𝑐𝑜𝑛𝑣𝐷

𝑘𝑣
= 𝐶 [

𝑔(𝜌𝑙 − 𝜌𝑣)ℎ𝑓𝑔
′ 𝐷3

𝜈𝑣𝑘𝑣(𝑇𝑠 − 𝑇𝑠𝑎𝑡)
]

1
4

                               (𝑒𝑞. 2.12) 

Where D is the characteristic length, 𝜈𝑣 is the vapor kinematic viscosity [m2/s], 𝑘𝑣 is the vapor 
thermal conductivity [W/m/K], 𝑇𝑠 and 𝑇𝑠𝑎𝑡 are the surface and the saturation temperature [K], C  is 
a constant depending on geometry (0.62 for horizontal cylinders and 0.67 for spheres) and ℎ𝑓𝑔′  is 
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the corrected latent heat.  It takes into account the sensible heat required to keep the vapor layer 
above the saturation temperature and it is obtained using eq. 2.13: 

ℎ𝑓𝑔
′ = ℎ𝑓𝑔 + 0.8𝑐𝑝,𝑣(𝑇𝑠 − 𝑇𝑠𝑎𝑡)                                            (𝑒𝑞. 2.13) 

With 𝑐𝑝,𝑣 that is the specific heat of vapor at constant pressure [J/kg/K]. 
Only vapor and liquid density and the latent heat must be evaluated at saturation condition, all the 
others properties must be evaluated at the film temperature Tfilm (average value between saturation 
temperature of vapor and surface temperature), which is defined by eq. 2.14: 

𝑇𝑓𝑖𝑙𝑚 =
1

2
(𝑇𝑠𝑎𝑡 + 𝑇𝑠)                                                          (𝑒𝑞. 2.14) 

 The effective radiation coefficient is defined in eq. 2.15: 

ℎ̅𝑟𝑎𝑑 =
𝜀 𝑘𝑆−𝐵(𝑇𝑠

4 − 𝑇𝑠𝑎𝑡
4 )

𝑇𝑠 − 𝑇𝑠𝑎𝑡
                                                    (𝑒𝑞. 2.15) 

With 𝜀  emissivity of the solid and  𝑘𝑆−𝐵 the Stefan-Boltzmann constant. 

 Parametric effects on pool boiling 

The most important aspects that affect pool boiling are liquid subcooling and solid surface 
roughness. 
During the subcooled nucleate boiling, the heat exchange is enhanced thanks to the higher 
difference of temperature between the heated wall and the bulk fluid. For the natural convection 
heat transfer mechanism, the heat flux increases typically as (𝑇𝑠 − 𝑇𝑙)𝑛  with Ts and Tl that are 
respectively the hot surface temperature and the liquid temperature. The exponent n depends on 
geometrical parameters of the heat source and in general 5/4≤n≤4/3. On the other hand, for 
nucleate boiling, the influence of subcooling can be considered negligible, even though the 
maximum and the minimum heat fluxes increases linearly with ∆Tsub=(𝑇𝑠𝑎𝑡 − 𝑇𝑙). When the phase 
transition ends during the film boiling the heat flux increases strongly with ∆Tsub. 
The influence of surface roughness is negligible as regards maximum and minimum heat fluxes 
and on film boiling. However, very rough surfaces can exchange high heat flux during the nucleate 
boiling regime. This because the increasing number of cavities, due to higher roughness values, 
provides more and large active sites for bubble growth, thus the nucleation site density is higher 
for rough surfaces than for smooth surface. However, under prolonged boiling, the effect of surface 
roughness generally diminish because larger nucleation sites are not stable sources of vapor 
entrapment. 
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2.2 CONDENSATION 

Condensation is a heat removal process from a system by which vapor becomes liquid. This 
phenomenon can happen if the vapor is cooled and reaches saturation conditions so that the 
nucleation of droplets is induced. It’s possible to distinguish the homogeneous and the 

heterogeneous condensation. In the first case the vapor condenses uniformly, for example through 
direct contact with a cold liquid. The second case is probably the most widely used for industrial 
applications because is the typical condensation mechanism occurring on cooled walls in contact 
with vapor. For the heterogeneous condensation there are two different mechanisms: drop-wise 
condensation and film-wise condensation. If the cooling wall is not wetted, vapor condenses as 
droplets that can grow in case of further condensation, otherwise, if the surface is easily wetted, the 
vapor that condenses producing a liquid film on the cooling wall. A schematic representation of 
condensation’s mechanisms is shown in Fig. 2.3.  In this section only the film condensation will be 
discussed for both laminar and turbulent flow regime. 

 
Fig. 2.4. Schematic representation of condensation modes on a vertical surface: (a) film-wise, (b)drop-wise (Khan, Tahir, Baloch, 

& Koç, 2019) 

 Laminar film condensation on vertical surface 

During the laminar film condensation, assuming a downward motion of the vapor, the heat transfer 
coefficient depends on the hydrodynamics of the two phase fluid and on the heat transfer due to the 
latent heat. 
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As regards the hydrodynamics, an infinite portion of liquid film on the surface can be taken into 
account in order to analyze the force balance on a small control volume (see Fig. 2.4). Liquid 
properties are evaluated at the film temperature. 

 
Fig. 2.5. Force balance in the liquid film control volume. Liquid is moving downward (Whalley, 1987) 

The force balance in the vertical direction is written in eq. 2.16: 

𝜏 ∗ 𝛿𝑧 + 𝛿𝑝 ∗ (𝛿 − 𝑦) = 𝜌𝑙 ∗ 𝑔 ∗ (𝛿 − 𝑦) ∗ 𝛿𝑧                            (𝑒𝑞. 2.16) 

Where 𝜏 is the shear stress [Pa] 𝛿 is the thickness of the boundary layer, 𝜌𝑙 is the liquid density. 
Knowing that for the laminar flow streamlines are vertical, the difference of pressure can be also 
written as 

𝛿𝑝 = 𝜌𝑔 ∗ 𝑔 ∗ 𝛿𝑧                                                      (𝑒𝑞. 2.17) 

So that the shear stress is given by: 

𝜏 = (𝜌𝑙 − 𝜌𝑔) ∗ 𝑔 ∗ (𝛿 − 𝑦)                                      (𝑒𝑞. 2.18) 

Reminding the definition of shear stress showed in eq. 2.19: 

𝜏 = 𝜇𝑙 ∗
𝑑𝑢

𝑑𝑦
                                                           (𝑒𝑞. 2.19) 
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With u the liquid velocity along the z direction. Imposing the boundary condition u(y=0)=0, liquid 
velocity can be written in the form of eq. 2.20: 

𝑢 =
(𝜌𝑙 − 𝜌𝑔) ∗ 𝑔 ∗ 𝑦

𝜇𝑙
∗ (𝛿 −

𝑦

2
)                                       (𝑒𝑞. 2.20) 

Which is true only if 𝜏(y= 𝛿)=0. In that case the relationship between the liquid mass flowrate 
variation respect to the film thickness is: 

𝑑𝑀

𝑑𝑧
=
𝜌𝑙(𝜌𝑙 − 𝜌𝑔)𝑔

𝜇𝑙
𝛿2
𝑑𝛿

𝑑𝑧 
                                           (𝑒𝑞. 2.21) 

Integrating eq. 2.21 respect to the y direction, mass flowrate per unit width of liquid film is given 
by the eq. 2.22: 

𝑀 = ∫𝜌𝑙  𝑢 𝑑𝑦

𝛿

0

=
𝜌𝑙(𝜌𝑙 − 𝜌𝑔)𝑔

𝜇𝑙

𝛿3

3
                                      (𝑒𝑞. 2.22) 

Concerning the heat transfer due to the latent heat, the exchanged heat flux depends on the 
condensate mass flowrate as follows: 

𝑞” = ℎ𝑓𝑔 ∗
𝑑𝑀

𝑑𝑧
                                                      (𝑒𝑞. 2.23) 

However, assuming that the thermal power is exchanged only through conduction, the heat flux 
can be also written as: 

𝑞” = Δ𝑇𝑠𝑎𝑡
𝑘𝑙
𝛿
                                                           (𝑒𝑞. 2.24) 

Where 𝑘𝑙 is the liquid thermal conductivity [W/m/K].  

Using eq. 2.24 in eq. 2.23, the liquid mass flowrate variation respect to the film thickness reported 
in eq. 2.21 can be rewritten as: 

𝑑𝑀

𝑑𝑧
=
𝑘𝑙Δ𝑇𝑠𝑎𝑡
ℎ𝑓𝑔𝛿

                                                         (𝑒𝑞. 2.25) 

So that, it is possible to obtain the expression for the film thickness respect to z: 

𝛿3 𝑑𝛿 =
𝜇𝑙𝑘𝑙Δ𝑇𝑠𝑎𝑡

𝜌𝑙(𝜌𝑙 − 𝜌𝑔)𝑔 ℎ𝑓𝑔
𝑑𝑧                                         (𝑒𝑞. 2.26) 

Assuming that the thickness of the liquid is zero when z=0 and then integrating, the film width at 
a certain distance z from the top becomes: 
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𝛿 = [
4𝜇𝑙𝑘𝑙Δ𝑇𝑠𝑎𝑡𝑧

𝜌𝑙(𝜌𝑙 − 𝜌𝑔)𝑔
]

1/4

                                                 (𝑒𝑞. 2.27) 

Knowing the actual value of 𝛿 from eq. 2.27, the local heat transfer coefficient  and the average 
one can be obtained from eq. 2.28: 

 ℎ(𝑧) =
𝑘𝑙
𝛿(𝑧)

                                                             (𝑒𝑞. 2.28) 

Using eq. 2.27 in eq. 2.28, the final expression of the average heat transfer coefficient is given by 
eq. 2.29: 

ℎ =
1

𝐿
∫ℎ(𝑧)𝑑𝑧

𝐿

0

=
8
1
2

3
[
𝜌𝑙(𝜌𝑙 − 𝜌𝑔)𝑔 ℎ𝑓𝑔 𝑘𝑙

3

𝜇𝑙 Δ𝑇𝑠𝑎𝑡 𝐿
]

1
4

                           (𝑒𝑞. 2.29) 

Actually, when the vapor condenses on the cold wall it becomes subcooled liquid. In order to take 
into account also this component during the heat transfer process is sufficient to modify the latent 
heat. Two different correlations are listed below (eq. 2.30 and eq. 2.31). 

Rohsenow (Rhosenow, 1956) suggested: 

ℎ𝑓𝑔
′ = ℎ𝑓𝑔 + 0.68 𝑐𝑝,𝑙(𝑇𝑠𝑎𝑡 − 𝑇𝑤)                                        (𝑒𝑞. 2.30) 

Some years later, Sadasivan and Lienhard (Sadasivan & Lienhard, 1987) discovered that the 
modified latent heat depends also on the Prandtl number, for Prl >0.6 : 

ℎ𝑓𝑔
′ = ℎ𝑓𝑔 + (0.968 −

0.163

𝑃𝑟𝑙
) 𝑐𝑝.𝑙(𝑇𝑤 − 𝑇𝑠𝑎𝑡)                           (𝑒𝑞. 2.31) 

The result obtained by the eq. 2.29, corrected by eq. 2.30 and eq. 2.31, can be also used for vertical 
tubes with radius r≫ 𝛿. 

 Turbulent film condensation 

During the laminar flow, film’s surface can be considered smooth, but if the average velocity in 
the liquid layer increases, the Reynold number inside the film increases to. It is defined by eq. 2.32: 

𝑅𝑒𝛿 =
4𝑀

𝜇𝑙
                                                             (𝑒𝑞. 2.32) 

And for values ≲ 30 the flow regime is laminar. Then some waves on the film-vapor interface can 
be formed during the transition region. When 𝑅𝑒𝛿  ≃1800 the flow regime can be considered 
turbulent. 
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Some correlations can be used in order to evaluate the global Nusselt number during the transition 
and the turbulent flow regime. For the wavy regime, the Kutateladze (Kutateladze, 1963)correlation 
shown in eq. 2.33, is suggested: 

𝑁𝑢̅̅ ̅̅ 𝐿 =
𝑅𝑒𝛿

1.08 𝑅𝑒𝛿
1.22 − 5.2

                                              (𝑒𝑞. 2.33) 

And for turbulent regime the Labuntsov (Labuntsov, 1957) correlation can be used: 

𝑁𝑢̅̅ ̅̅ 𝐿 =
𝑅𝑒𝛿

8750 + 58 𝑃𝑟𝑙
−0.5(𝑅𝑒𝛿

0.75 − 253)
                              (𝑒𝑞. 2.34) 

 Phenomena affecting condensation 

The condensation analysis just discussed is not completely representative of the complex 
mechanisms interacting during condensation phenomena on a vertical surface and there are some 
aspects that need to be considered during future experimental measurements. 

As concerns the phenomena that increase the heat transfer rate from the inner tube, they are: 

• Liquid-vapor interface almost never smooth as in the control volume showed in Fig. 
2.5. This results in an increase of the area of heat transfer and the heat transfer 
coefficient may be almost 20% higher, in particular during the wavy regime.  

• Effect of shear stresses. During the condensation analysis no shear stresses on the liquid-
vapor interface were considered, but actually they make the liquid film thinner, 
improving the heat transfer because the thermal resistance becomes lower.  

• Turbulent flow. The film flow regime may become turbulent, and turbulences have two 
opposite effects: they increase the liquid viscosity making the layer thicker, and they 
increase the motion of the fluid. Anyway the resulting effect is the increase of the heat 
transfer coefficient. 

On the other hand, the presence of incondensable gases inside the two-phase mixture condensing 
on the surface reduce the mass-flowrate of condensate, reducing the heat transfer coefficient.  
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3. PRELIMINARY ANALYSIS OF THE SYSTEM 

In this section a preliminary analysis of the heat transfer characteristics of an experimental pool 
heat exchanger are discussed. The goal of this analysis is to evaluate the order of magnitude of the 
parameters (e.g. wall temperatures, exchanged heat flux, heat transfer coefficient) that characterizes 
different heat transfer mechanisms involved in a pool tank filled by water, which can be heated up 
in two different way: by an electrically heated rod (imposed heat flux configuration) or by dry 
saturated steam which is supposed to flow inside a tube (imposed temperature configuration). The 
heat transfer mechanisms taken into account are basically: natural convection and saturated 
nucleate boiling occurring on the outer surface of the heat source. Considering the tube as heat 
source, rather than the heating rod, also conduction through the tube is taken into account.  

3.1 SYSTEM DESCRIPTION 

The system is represented by a steel tank (inner diameter equal to 592 mm, height equal to 1000 
mm) filled by water (water height equal to 700 mm) at the atmospheric pressure. As regards the 
heat source, for the imposed temperature configuration, a test tube (inner diameter of 20.7 mm, 
thickness of 6.35 mm) is adopted. For the imposed heat flux configuration an electrically heated 
rod (same tube’s outer diameter, thermal power equal to 3300 W) is considered. The heat source is 
placed at the center of the tank. A schematic of the system is shown in Fig. 3.1 and in Fig. 3.2. 

 
Fig. 3.1. Top view and section of the system (tank and tube configuration) 
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Fig. 3.2 Tank front view. 

Main operating parameters are shown in table 3.1: 

Table 3.1. Main operating parameters 

Parameter Value U.M. 

Tube’s outer diameter (dout) 33.4 mm 

Tube’s inner diameter (din) 20.7 mm 

Tube’s active length (L) 700 mm 

Tank’s inner diameter (Din) 592 mm 

Inner pressure (pin) 4 bar 

Inner temperature (Tin) 143.6 °C 
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Test tube inlet mass flowrate (W) 12.5 g/s 

Pool pressure (ppool) 1.0133 bar 

Pool saturation temperature (Tsat) 99.9 °C 

Electrically heated rod’s thermal power (Q) 3300 W 

Knowing the geometrical parameters of the system, the reference mass of water inside the system 
and the corresponding thermal capacity con be obtained, in order to characterize the pool. The 
volume occupied by the water inside the pool is given by eq. 3.4: 

𝑉𝑝𝑜𝑜𝑙 = 𝜋𝐿 (
𝑑𝑖𝑛,𝑡𝑎𝑛𝑘
2

4
−
𝑑𝑜𝑢𝑡,𝑡𝑢𝑏𝑒
2

4
) = 0.1921 [𝑚3]                           (𝑒𝑞. 3.1) 

And the total mass of water inside the pool can be obtained by eq. 3.2. 

𝑀𝑤𝑎𝑡𝑒𝑟 = 𝜌𝑝𝑜𝑜𝑙(20°𝐶) ∗ 𝑉𝑝𝑜𝑜𝑙 = 191.71 [𝑘𝑔]                              (𝑒𝑞. 3.2) 

Then the pool’s thermal capacity is: 

𝐶𝑤𝑎𝑡𝑒𝑟 = 𝑐𝑝(20°𝐶) ∗ 𝑀𝑤𝑎𝑡𝑒𝑟 = 802.27 [
𝑘𝐽

𝐾
]                                (𝑒𝑞. 3.3) 

  

3.2 HEAT TRANSFER IN THE POOL 

The considered heat transfer mechanisms are: conduction through cylindrical wall (thermal 
resistance of the condensed film layer is neglected), and with the pool free convection until average 
pool temperature is lower than saturation temperature at the atmospheric pressure, otherwise, 
saturated pool boiling. In order to characterize the process of heat transfer inside the experimental 
pool, a simplified model based on correlation is adopted. The most important parameters involved 
in the heat exchange are evaluated (e.g. average heat flux, average heat transfer coefficient, outer 
wall temperature) considering the imposed temperature configuration. Correlations (eq. 3.5-3.8) 
are used to compute the average heat transfer coefficient for natural convection heat transfer on 
vertical cylindrical surfaces and for the saturated pool boiling. 

 Model’s description 

The hypothesis on which the model is based are listed below: 

• Imposed temperature configuration. 
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• All properties and parameters (e.g. temperatures, heat flux, heat transfer coefficient…) 

are spatially averaged over the active tube length (assumed to be 700 mm). 
• Quasi-steady state assumption: the system’s evolution is studied as a sequence of steady 

states in which all properties and parameters are evaluated for fixed values of pool 
temperature. 

• Pool temperature is imposed between 20 °C and water’s saturation temperature at 

atmospheric pressure. 
• Tube’s material is stainless steel AISI 304, and its properties does not change with 

temperature. 
• Film thermal resistance on the inner tube’s surface is neglected, so the inner wall 

temperature is the saturation temperature of the steam flowing inside. 
• Constant dry saturated steam mass flowrate at the tube’s inlet section. 
• Constant inner pressure inside the tube. 
• Subcooled boiling is not taken into account. When liquid temperature is lower than the 

saturation value natural convection occurs, otherwise saturated nucleate boiling is 
considered. 

The heat transfer process can be schematically represented in Fig. 3.3 by the equivalent thermal 
circuit. 

 
Fig. 3.3. Equivalent thermal circuit (imposed temperature configuration) 

Where Rwall and Rpool are respectively the tube’s thermal resistance and the pool thermal resistance 

[K/W]. They are defined in eq. 3.4. 

𝑅𝑤𝑎𝑙𝑙 =
 ln (

𝑑𝑜𝑢𝑡
𝑑𝑖𝑛

)

2 ∗ 𝜋 ∗ 𝐿 ∗ 𝑘𝑤𝑎𝑙𝑙
;  𝑅𝑝𝑜𝑜𝑙 =

1

𝑑𝑜𝑢𝑡 ∗ 𝜋 ∗ 𝐿 ∗ ℎ𝑜𝑢𝑡
                   (𝑒𝑞. 3.4) 

Wall thermal resistance is assumed spatially constant and time-independent (geometry fixed, wall 
thermal conductivity independent from the temperature). Pool thermal resistance depends on the 
average global heat transfer coefficient, according to the heat transfer mechanism occurring on the 
outer wall surface. The thermal power exchanged through conduction between 𝑇𝑤,𝑖𝑛 and 𝑇𝑤,𝑜𝑢𝑡 is 
the same exchanged between 𝑇𝑤,𝑜𝑢𝑡 and 𝑇𝑝𝑜𝑜𝑙: 
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𝑄 =
𝑇𝑤,𝑖𝑛 − 𝑇𝑤,𝑜𝑢𝑡

𝑅𝑤𝑎𝑙𝑙
=
𝑇𝑤,𝑜𝑢𝑡 − 𝑇𝑝𝑜𝑜𝑙

𝑅𝑝𝑜𝑜𝑙
=
𝑇𝑤,𝑖𝑛 − 𝑇𝑤,𝑝𝑜𝑜𝑙

(𝑅𝑤𝑎𝑙𝑙 + 𝑅𝑝𝑜𝑜𝑙)
                (𝑒𝑞. 3.5) 

Each one of the heat transfer mechanisms occurring on the outer wall of the heat source is described 
by different empirical correlations which can be used in order to evaluate the average heat transfer 
coefficient. 

As regards the natural convection regimes, correlations usually give as a result the Nusselt number. 
In this case the following correlation are used: 

• Correlation 1: Churchill and Chu (eq. 3.6) 

𝑁𝑢𝐿,𝑓𝑙𝑎𝑡 𝑝𝑙𝑎𝑡𝑒 =

(

 
 
 
 

0.825 +
0.387 ∗ 𝑅𝑎

1
6

(1 + (
0.492
𝑃𝑟 )

9
16
)

8
27

)

 
 
 
 

2

                     (𝑒𝑞. 3.6) 

This correlation is valid for external flow on vertical flat plates and can be applied over a 
wide range of Rayleigh number (eq. 1.32) (from Ra ~10-1 to Ra ~1012). Fluid properties 
must be evaluated at the film temperature. (Incropera, Dewit, Lavine, & TheodoreL., 2011). 

• Correlation 2: Fujii and Uehara (eq. 3.7) 

𝑁𝑢𝐿 = 𝑁𝑢𝐿,𝑓𝑙𝑎𝑡 𝑝𝑙𝑎𝑡𝑒 + 0.97 ∗
ℎ

𝐷
                                 (𝑒𝑞. 3.7) 

This correlation is developed for external flow heat transfer from vertical cylinders. (Fujii 
& Uehara, 1970) and h is the tube’s height and D its outer diameter. It can be applied for 
height to diameter ration from 1 to 60. 

Concerning the saturated nucleate boiling, Cooper’s correlation was used (eq. 3.8) 

• Correlation 3: Cooper  

ℎ𝑜𝑢𝑡 = 55 𝑝𝑟
0.12−0.4343 ln (𝜖)(−0.4343 ∗ ln(𝑝𝑟))

−0.55 𝑀−0.5(𝑞")
2
3        (𝑒𝑞. 3.8) 

Where 𝑝𝑟 is the reduced pressure and it is defined as the ratio between the pressure of the 
system (atmospheric pressure equal to 1.0133 bar) and the critical pressure of water (equal 
to 220.6 bar), M is the molecular weight of water [g/mol], 𝑞" is the exchanged heat flux 
[W/m2] and 𝜖 is the surface’s roughness [μm] (if this data is not available Cooper suggested 
to use 1 μm). (Coolier & J.R., 1994). 

A script based on above mentioned hypothesis and correlation is implemented in order to evaluate 
the main heat transfer characteristics. 
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3.3 SCRIPT’S DESCRIPTION 

The explanation of the implemented script will be addressed in this section. The objective of this 
analysis is the estimation of: average temperature on the outer tube’s surface, average heat transfer 
coefficient between outer tube’s surface and pool and average heat flux exchanged with the pool. 
The analysis is based on an iterative procedure: a pool temperature is fixed and an arbitrary value 
of the heat flux is initially guessed. Then, outer wall temperature and heat transfer coefficient are 
evaluated. A new value of heat flux is computed and it is compared with the guessed one. The value 
of the initially guessed heat flux is updated with the last computed value. When the relative error 
between the guessed and the computed heat flux becomes lower than a required tolerance, the 
convergence process ends. This procedure is repeated for different values of pool temperature (it 
varies from 20°C to water saturation temperature at atmospheric pressure). Flowcharts showing the 
script’s procedure are shown, in Fig. 3.4 and Fig. 3.5, at the end of this section. 

 Inner wall temperature 

At first, geometrical parameters and operating conditions (pressure and mass flowrate inside the 
tube) are set. At the pipe’s inlet, fluid is dry saturated steam. Assuming that the thermal resistance 
of the liquid film condensed on the inner wall surface is zero, the inner wall temperature is: 

𝑇𝑤,𝑖𝑛 = 𝑇𝑠𝑎𝑡(𝑝𝑖𝑛) = 𝑇𝑠𝑎𝑡(4 𝑏𝑎𝑟) = 143.6 °𝐶 

Then the pool temperature Tpool(i)  is set. If pool temperature is lower than Tsat, natural convection 
is the dominating heat transfer mechanism, otherwise the saturated pool boiling must be evaluated.  

 Outer wall temperature 

An arbitrary value of the heat flux q” is guessed in order to evaluate the outer wall temperature 
through the conduction equation (eq. 3.9), derived by eq. 3.5: 

𝑇𝑤,𝑜𝑢𝑡 = 𝑇𝑤,𝑖𝑛 − 𝑞" ∗ (𝜋 ∗ 𝐿 ∗ 𝑑𝑜𝑢𝑡) ∗ 𝑅𝑤𝑎𝑙𝑙                                (𝑒𝑞. 3.9) 

Wall thermal resistance is a constant since geometry is fixed and the material properties are 
assumed spatially constant and independent from temperature (kwall=15.75 W/m/K).  

 Water properties and dimensionless parameter 

Thermophysical properties of water are evaluated at the film temperature (eq. 2.14), that is the 
average temperature between the hot surface and the pool temperature. All properties are obtained 
using XSteam for Matlab, except for the water expansion coefficient 𝛽 [1/K] since its value it not 
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explicitly provided by XSteam. For this reason 𝛽 is computed assuming a linear behavior between 
20°C and Tsat, thus it is obtained through linear interpolation, from eq. 3.10: 

𝛽(𝑇𝑓𝑖𝑙𝑚) = 𝛽(20°𝐶) + (𝛽(𝑇𝑠𝑎𝑡) − 𝛽(20°𝐶)) ∗
𝑇𝑓𝑖𝑙𝑚 − 20°𝐶

𝑇𝑓𝑖𝑙𝑚 − 𝑇 − 𝑠𝑎𝑡
            (𝑒𝑞. 3.10) 

Where 𝛽(20°C)=2.275x10-4 1/K and 𝛽(Tsat)=7.501x10-4 1/K. 

When the film temperature reaches the saturation value, film temperature is assumed constant 
(equal to Tsat) and fluid properties are evaluated in saturated conditions. In order to calculate the 
natural convection average heat transfer coefficient, the average Grashof number and the Prandtl 
number must be evaluated. Their expression is written in eq. 3.11 and 3.12. 

𝐺𝑟𝐿 = 𝛽 ∗ 𝑔 ∗ (𝑇𝑤,𝑜𝑢𝑡 − 𝑇𝑝𝑜𝑜𝑙) ∗
𝐿3

𝜈2
                                       (𝑒𝑞. 3.11) 

𝑃𝑟 = 𝜇 ∗
𝑐𝑝

𝑘
                                                                  (𝑒𝑞. 3.12) 

Where g is the gravity acceleration [m/s2],  L is the active tube length and  𝜈 is the cinematic 
viscosity [m2/s], 𝜇  is the dynamic viscosity [Pa*s], cp is the specific heat at constant pressure 
[J/kg/K] and k is the water thermal conductivity [W/m/K].  

Grashof and Prandtl numbers are necessary to evaluate the global Rayleigh number. It is computed 
as follows: 

𝑅𝑎𝐿 = 𝐺𝑟𝐿 ∗ Pr                                                               (𝑒𝑞. 3.13) 

It is a dimensionless number too and it is used in order to evaluate the global Nusselt number 
through correlations previously written in eq. 3.6, which gives as result the global Nusselt number 
for flat plates, and in eq. 3.7, which gives the actual global Nusselt number for cylindrical geometry. 

 Heat transfer coefficient 

Knowing the value of the global Nusselt number, it is possible to obtain the heat transfer coefficient 
for natural convection regime thanks eq. 3.14, which is the definition of Nusselt number, and eq. 
3.15. 

𝑁𝑢𝐿 = ℎ𝑜𝑢𝑡 ∗
𝐿

𝑘𝑤𝑎𝑡𝑒𝑟
                                                     (𝑒𝑞. 3.14) 

So that: 

ℎ𝑜𝑢𝑡 = 𝑁𝑢𝐿 ∗
𝑘𝑤𝑎𝑡𝑒𝑟
𝐿

                                                    (𝑒𝑞. 3.15) 
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This procedure can be followed until the pool temperature is lower than Tsat. When saturation 
conditions are reached inside the pool, the heat transfer coefficient is evaluated by using correlation 
described by eq. 3.8. 

 Average power and average heat flux 

Now that the average global heat transfer coefficient is known, the thermal power exchanged can 
be obtained using the eq. 3.16: 

𝑄 = 𝜋𝐿
𝑇𝑤,𝑖𝑛 − 𝑇𝑝𝑜𝑜𝑙

1
2 𝑘𝑤𝑎𝑙𝑙

ln (
𝑑𝑜𝑢𝑡
𝑑𝑖𝑛

) +
1

𝑑𝑜𝑢𝑡 ℎ𝑜𝑢𝑡

                                  (𝑒𝑞. 3.16) 

And the heat flux is computed as the ratio between the result of eq. 3.17 and the heat transfer area, 
as written in eq. 3.17: 

𝑞" = 𝑄/(𝜋 ∗ 𝐿 ∗ 𝑑𝑜𝑢𝑡)                                                (𝑒𝑞. 3.17) 
 
Finally the computed value can be compared with the guessed one through the evaluation of the 
relative error: 

𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑟𝑟𝑜𝑟 = |𝑞" − 𝑞𝑔𝑢𝑒𝑠𝑠𝑒𝑑
" |/𝑞𝑔𝑢𝑒𝑠𝑠𝑒𝑑

"                              (𝑒𝑞. 3.18)  
After that, the value of the guessed heat flux is updated with the computed one coming from eq. 
3.17 and a new iteration is carried out. When the relative error is lower than the required tolerance 
(10-4), a new value of pool temperature is imposed and the convergence procedure restarts with the 
same initial guessed on the heat flux. 

 Vapor quality 

From the experimental point of view, the exchanged heat flux can not be directly measured. By the 
way, it can be evaluated by monitoring the condensed mass flowrate at the outlet. Assuming dry 
saturated steam at the inlet, the product between the specific enthalpy of vaporization Hfg and the 
condensed mass flowrates is the heat power input to the system. Knowing the total heat input, it is 
possible to obtain the average heat flux exchanged inside the system, from the inner wall to the 
pool using eq. 3.19 and eq. 3.20. 

𝑄 = 𝑊𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑑 ∗ 𝐻𝑓𝑔 = 𝑊(1 − 𝑥)𝐻𝑓𝑔                                       (𝑒𝑞. 3.19) 

𝑞" = 𝑄/𝐴                                                                  (𝑒𝑞. 3.20) 

Where x  is the vapor quality and it is defined as the ratio between the mass of steam and the total 
mass of the two-phase mixture. 

The outlet quality is computed through eq. 3.21: 
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𝑥𝑜𝑢𝑡 =
𝐻𝑜𝑢𝑡 − 𝐻𝑙,𝑠𝑎𝑡
𝐻𝑣,𝑠𝑎𝑡 − 𝐻𝑙,𝑠𝑎𝑡

                                                 (𝑒𝑞. 3.21) 

Hsat is the specific enthalpy in saturation condition [J/kg], the subscript l or v refers to the liquid or 
vapor saturated conditions. Considering that the specific enthalpy at the saturation conditions 
depends only on one parameter (inner pressure) which is constant, the outlet title depends only on 
the outlet specific enthalpy. 

On the other hand the outlet specific enthalpy can be using eq. 3.22: 

𝐻𝑜𝑢𝑡 = 𝐻𝑖𝑛 −
𝑄

𝑊
                                                       (𝑒𝑞. 3.22) 

Where Hin=Hsat,v(pin) . 

 Saturation time 

Finally, the time required by the pool water to reach saturation conditions is studied. Pool water 
temperature increases in time because of the thermal power released by the heat source. The energy 
E delivered to the pool can be obtained by eq. 3.23: 

𝐸 = 𝑀𝑤𝑎𝑡𝑒𝑟 ∫ 𝑐𝑝 𝑑𝑇

𝑇𝑠𝑎𝑡

20°𝐶

                                                (𝑒𝑞. 3.23) 

Knowing the mass of water and its thermal capacity, assuming that specific heat at constant 
pressure doesn’t changes with temperature (eq. 3.1 and 3.2), the energy required by the pool water 
to reach the saturation conditions becomes: 

𝐸 = 𝐶𝑤𝑎𝑡𝑒𝑟 ∗ (𝑇𝑠𝑎𝑡 − 20°𝐶) ≅ 64.2 𝑀𝐽                                  (𝑒𝑞. 3.24) 

In order to evaluate the time evolution of pool temperature, by the way, a time-discretization is 
needed, thus temperature is computed using eq.3.25: 

𝑇𝑝𝑜𝑜𝑙(𝑡) = 𝑇𝑝𝑜𝑜𝑙(𝑡 − Δ𝑡) +
𝐸 (𝑡)

𝐶𝑤𝑎𝑡𝑒𝑟
                                    (𝑒𝑞. 3.25) 

Where pool temperature at time t depends on the pool temperature evaluated at the previous time-
step (Δ𝑡=1s) and the energy is obtained by eq. 3.26 

𝐸(𝑡) = 𝑄 ∗ Δ𝑡                                                            (𝑒𝑞. 3.26) 

Q is the average power exchanged during the time step Δ𝑡. The value of power Q depends on the 
assumed configuration. For the imposed temperature configuration, Q depends pool temperature at 
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time t, otherwise, for the imposed heat flux configuration it is constant (equal to 3.3 kW). A 
comparison between these two configuration is shown in the next section. 

 
Fig. 3.4.Algorithm adopted to evaluate the heat transfer characteristics during the free convection stage 
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Fig. 3.5. Algorithm adopted to evaluate the heat transfer characteristics during the saturated pool boiling stage 

3.4 SCRIPT’S RESULTS 

At the end of the script’s analysis the behavior of average outer pool temperature, average heat flux 

and average global heat transfer coefficient is obtained for different values of pool temperature. 
The script’s results will be discussed in this section. 

 Outer wall temperature 

For each value of pool temperature, a different value of heat flux is obtained and outer wall 
temperature is computed by eq. 3.9 (where inner wall temperature is imposed and wall thermal 
resistance is assumed constant). The outer wall temperature as a function of the pool temperature 
shows an increasing trend during the natural convection regime, as shown in Fig. 3.6. Outer wall 
temperature varies from 93.3 °C to 125.8 °C during the natural convection heat transfer. Then, 
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when pool temperature reaches the saturation value at the atmospheric pressure, outer wall 
temperature drops to 109.5 °C because of the more efficient heat transfer mechanism. 

 
Fig. 3.6. Outer wall temperature as a function of the imposed pool temperature 

The reason of the outer wall temperature behavior is that, during the steady state free convection, 
the heat flux decreases mainly because of the reduction of the temperature difference between the 
inner surface of the tube (constant) and the pool (imposed from 20 to 99 °C). As a matter of fact 
total thermal resistance doesn’t significantly change, as shown in Fig. 3.7. Total thermal resistance 
depends only on the outer heat transfer coefficient (which depends on the imposed pool 
temperature). Total thermal resistance varies from 0.0171[K/W] and 0.0161[K/W], which 
corresponds a percentage maximum variation obtained by equation 3.27 

𝑅𝑡𝑜𝑡(𝑚𝑎𝑥) − 𝑅𝑡𝑜𝑡(𝑚𝑖𝑛)

𝑅𝑡𝑜𝑡(𝑚𝑖𝑛)
∗ 100 = 6.21%                                 (𝑒𝑞. 3.27) 
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Fig. 3.7. Total thermal resistance variation as a function of the average heat flux 

Since the conductive heat flux exchanged through the pipe is the same exchanged by natural 
convection between the pipe and the wall’s outer surface, the increase of the outer wall temperature 

is expected for increasing values of pool temperature. As a matter of fact, outer wall temperature 
as a function of the exchanged heat flux is shown in Fig. 3.8. Each point of the diagram corresponds 
to a different pool temperature. When the exchanged heat flux decreases, reminding eq. 3.9, the 
outer wall temperature increases since inner wall temperature is fixed and wall thermal resistance 
is assumed constant (geometry is fixed and material properties are assumed spatially constant and 
temperature independent). 
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Fig. 3.8. Outer wall temperature as a function of the imposed heat flux. 
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Also the difference of temperature through the wall as a function of pool temperature and 
exchanged heat flux are shown in Fig. 3.9 and Fig. 3.10. 

 
Fig. 3.9.  Difference of temperature though the pipe wall as a function of the pool temperature 
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Fig. 3.10. Difference of temperature though the pipe wall as a function of the exchanged average heat flux 

 Dimensionless parameters and heat transfer coefficient 

Churchill and Chu natural convection correlation (eq. 3.6) depends on two dimensionless 
parameters: Ra and Pr. In turn Ra depends on Gr and Pr (eq. 3.13).  

Fig. 3.11 and 3.12 show the variation of Gr and Pr respect to Tpool and q”(each value of the average 
heat flux corresponds to a value of pool temperature). When saturation condition in the film is 
reached (corresponding to a pool temperature equal to 82 °C and a heat flux equal to 5.2x104 W/m2), 
liquid properties are assumed to be constant and equal to the saturation value of the liquid. When 
the film reaches saturation conditions, Grashof number depends only on the difference of 
temperature between the wall and the pool, which becomes lower and lower, while Prandtl number 
is constant. 
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Actually when saturation conditions are reached in the film layer, some local boiling phenomena 
may occur (i.e. subcooled nucleate boiling), but in this analysis natural convection is taken into 
account until the average pool temperature reaches the saturation value at atmospheric pressure and 
the heat transfer mechanism is saturated nucleate boiling. 

 
Fig. 3.11. Global Grashof and Prandtl number as functions of pool temperature 
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Fig. 3.12. Global Grashof and Prandtl number as functions of the heat flux 

Knowing both Grashof and Prandtl numbers, the value of the Rayleigh number can be computed, 
thus also the Nusselt can be obtained by natural convection correlations (eq. 3.6 and eq. 3.7). Ra 
and Nu have almost the same behavior: when saturation conditions inside the film are reached, Pr 
is constant so they basically depends on global Grashof number. When the film is in subcooled 
conditions, the dependency is less obvious because Gr increases with the temperature, almost 
doubling its value between 20°C and 82°C, and Pr decreases, almost halving its value in the same 
range of temperature. By the way Ra and Nu dependency on Gr seems stronger that on Pr since 
also global Rayleigh and global Nusselt show a positive trend during natural convection regime. 

The behavior of global Rayleigh number and global Nusselt number as functions of the heat flux 
and of the pool temperature are shown respectively in Fig. 3.13 and Fig. 3.14. 
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Fig. 3.13. Global Nusselt and global Rayleigh number as functions of the exchanged heat flux 
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Fig. 3.14. Global Nusselt and global Rayleigh number as functions of the pool temperature 

 Heat transfer coefficient 

Heat transfer coefficient is obtained in two different way, depending on the pool temperature: if 
pool temperature is lower than Tsat eq. 3.15 is used, otherwise the pool is in saturated conditions 
and Cooper correlation (eq. 3.8) is adopted. As regards the natural convection heat transfer 
coefficient, it shows a similar behavior to the global Nusselt number, and it varies from 1351.3 
W/m2/K (at Tpool=20 °C) to 1339.8 W/m2/K (at Tpool=99 °C), showing a relative maximum equal to 
1481.4 W/m2/K (at Tpool=70 °C), while ℎ𝑜𝑢𝑡 during the nucleate saturated boiling is equal to 7039.7 
W/m2/K, which is almost five times the maximum value reached during the natural convection 
regime. The heat transfer coefficient as a function of the heat flux and pool temperature are shown 
in Fig. 3.15 and Fig. 3.16. Concerning the values of hout as a function of  the heat flux, pool 
temperature is fixed (each point corresponds to a different value of Tpool).  
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Fig. 3.15. Average heat transfer coefficient at different average heat fluxes. 
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Fig. 3.16. Average heat fluxes at different pool temperatures 

 Natural convection heat transfer validation 

In order to validate the results obtained by using natural convection correlations (eq. 3.6 and eq. 
3.7 to evaluate Nu and then 3.15), a parametrical study is performed. Considering the same range 
of average heat flux (from 3.563*104 to 9.898*104  W/m2) and the same range of pool temperature 
(from 20 to 99 °C), the heat transfer coefficient is evaluated by the definition shown in eq. 3.28: 

ℎ𝑜𝑢𝑡,𝑑𝑒𝑓 =
𝑞"

(𝑇𝑤,𝑜𝑢𝑡 − 𝑇𝑝𝑜𝑜𝑙)
                                           (𝑒𝑞. 3.28) 

The average heat flux and pool temperature are independently imposed, and for each pool 
temperature, a different curve of heat transfer coefficient is obtained. Then, the heat transfer 
coefficient is evaluated using eq. 3.6, 3.7 and 3.15 previously discussed, in order to have a heat 
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transfer coefficient map. Then the two differently calculated heat transfer coefficients (using eq. 
3.28 and eq. 3.15) are represented in Fig. 3.17. 

 
Fig. 3.17. Heat transfer coefficient map 

From the heat transfer coefficient map in Fig. 3.17, the intersection between the hout evaluated using 
the definition in eq. 3.28 (continuous and blue dotted lines) and the one obtained by using the 
Nusselt number (evaluated through correlations) eq. 3.15 (dashed and red dotted lines), for a given 
pool temperature and a given value of average heat flux, should provide the correct value hout. 
Results are shown in Fig. 3.18 and Fig. 3.19. 

Dots on the figures are the points of intersection between eq. 3.15 and 3.28 showed in the heat 
transfer coefficient map (Fig. 3.17). The continuous line in Fig 3.15 and  Fig. 3.16 is the heat 
transfer coefficient computed by the script for the natural convection regime (eq. 3.15) 
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Fig. 3.18. Heat transfer coefficient comparison between the values obtained by the correlation (3.15) and the ones obtained by 

the heat transfer coefficient definition (3.28) as functions of the average heat flux 
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Fig. 3.19. Heat transfer coefficient comparison between the values obtained by the correlations (eq.3.15)  and the ones obtained 

by the heat transfer coefficient (3.28) definition as functions of the pool temperature 

 Average power and average heat flux 

From the analysis, the average heat flux and the average power decrease for increasing values of 
the pool temperature because of the reduction of the difference of temperature between the pool 
and the outer wall surface during the natural convection regime. Average thermal power exchanged 
through the test tube is computed using eq. 3.17 (inner wall temperature fixed, pool temperature 
imposed). It varies from Q (Tpool =20°C)=7.28 x103 W to Q (Tpool =99°C)=2.57x103 W. The average 
heat flux (eq. 3.18) varies from q”(Tpool =20°C)= 9.91x104 W/m2 to q”(Tpool =99°C)=3.50x104 
W/m2. On the other hand, during the nucleate boiling regime, heat flux and power increases, even 
though the outer difference of temperature between the pool and the outer wall surface becomes 
lower because of the higher efficiency of the two-phase heat transfer mechanisms. During saturated 
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nucleate boiling Q (Tsat)=4.94 x103 W and q”(Tsat )= 6.72x104 W/m2 Results are shown in Fig. 3.20 
and Fig. 3.21. 

 
Fig. 3.20. Average thermal power as a function of pool temperature 
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Fig. 3.21. Average heat flux as a function of pool temperature 

 Vapor quality 

Heat flux is not directly measurable during the experimental procedure. For this reason it can be 
obtained implicitly measuring the condensing mass-flowrate at the outlet section of the heat transfer 
tube and assuming dry saturated steam at the inlet. Fig. 3.22 shows the average heat flux (eq. 3.17) 
as a function of the quality (eq. 3.21). It goes from 0.727 when the heat flux exchanged is equal to 
its maximum value q”(Tpool =20°C)= 9.91x104 W/m2 and when pool temperature is equal to 99 °C 
(corresponding to the average heat flux’s smallest value) the corresponding value of quality is equal 
to 0.904. During the saturated boiling regime void fraction is equal to 0.815. 
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Fig. 3.22. Estimation of the heat flux looking at the outlet title 

 

 Saturation time 

The time required by the pool to reach the saturation condition is evaluated considering the two 
different configurations of the system: imposed temperature and imposed heat flux. In the first case, 
as shown in section 3.4.5, average heat power exchanged by the tube depends on the imposed value 
of pool temperature (Fig. 3.22). In the second case heat power is constant, and equal to 3300 W. 
Fig. 3.23 shows the time evolution of power exchanged in the imposed temperature configuration. 
Q decreases with time because as the time passes, pool temperature becomes higher, reducing the 
temperature drop between the inner wall and the pool temperature. 
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Fig. 3.23. Power evolution respect to time. Imposed temperature configuration. 

The evolution of pool temperature is computed using eq. 3.25 and different results are obtained 
according to the considered system’s configuration. Fig. 3.24 shows the time evolution of pool 
temperature considering an imposed temperature configuration. Tpool(t) increases with time, but in 
a non linear way because of the decreasing evolution of thermal power released as the system 
evolves. In this case, saturation conditions are supposed to be reached after 13688 (almost 3h and 
48m). As regards the imposed temperature configuration, the evolution of pool temperature is 
shown in Fig. 3.25. Obviously also in this case Tpool(t) increases with time, but it shows a linear 
evolution because of the constant value of power released by the electrically heated rod. In this 
case the time required to reach saturation conditions is much higher and it is equal to 19444 s 
(almost 5h and 24m). The difference of time for the two configuration is equal to is equal to 5756 
s (about 1h and 36m). 
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Fig. 3.24. Temperature evolution respect to time. Imposed temperature configuration. 
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Fig. 3.25. Temperature evolution respect to time. Imposed heat flux configuration. 
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4. CONCLUSIONS 

As a result of the above-mentioned researches, we can summarize the main phenomena that is 
studied, their results and the analysis performed by numerical simulations and experimental tests.  

The main components of these kind of systems are: a pool, which represents the heat sink, and an 
heat exchanger, which is the heat source. The heat removal process occurs through a complex 
interaction of mass and heat transfer, which involves single and two-phase flow. The thermal 
energy removed from the source is redistributed inside the pool thanks to the fluid motion, driven 
by density gradients. The resulting transient produces, on the secondary side, a non-uniform 
temperature distribution until the suppression of thermal stratification, which happens when the 
pool temperature reaches everywhere the saturation value, inducing strong mixing phenomena. 
Even if the temperature is homogeneous, the transient goes on because of the evaporation of the 
liquid inside the pool.  

For all the mentioned systems, pools show two dominant effects: thermal stratification and perfect 
radial mixing. 

• Thermal stratification 
Thermal stratification is reached because of the vertical thermal gradients. They are established by 
the upward movement of hotter fluid, meanwhile the colder and heavier one becomes stagnant in 
the bottom region. As the fluid temperature approaches to the saturation value, the lower region of 
the pool starts to take part in the mixing process. This is achieved thanks to the propagation of the 
“thermal interface”, when the heat can only be transferred from the upper region by thermal 

conductivity, rather than through convection. As this “thermal interface” reaches the bottom of the 
pool, thermal stratification is suppressed.  

• Perfect radial mixing 

Even though vertical thermal gradients can be detected, things are different in the radial direction. 
Actually a perfect radial mixing is observed because hot water, reaching the pool surface at the 
atmospheric pressure, moves radially toward the boundary walls. Here, a weak recirculation 
process occurs, slightly improving thermal mixing. For this kind of phenomenon, dimensions of 
the systems can be relevant. As a matter of fact, the recirculation near the wall is a boundary effect, 
which means that in large pools the magnitude of the resulting recirculation has a different impact 
than the one observed for a scaled system or a small experimental tank. 

In some particular cases, the suppression of thermal stratification for a rather long time can be 
achieved for large systems such as GDWPs. Most of the researches focused on these kind of 
systems were performed by numerical simulations, since experimental studies are quite difficult to 
be carried out, considering the large mass inventory of these pools (8000 m3). According to the 
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CFD analysis and numerical simulations performed by Verma, et al., (2013) and by Kumar, et al., 
(2017b), the suppression of thermal stratification can be reached thanks to the introduction of 
“shrouds”. Different configurations were simulated, taking into account the effect of many 
parameters on the performance (i.e. number of shrouds, height of shrouds, flow area, materials, 
connections between channels). The obtained results show the capability of these devices into 
highly extend in time the cooling of steam inside the ICs (up to almost 10 days).  
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