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Summary
Neural networks can be trained, among other things, to classify the
content of an image into different categories. In some cases, neural
network surpass human precision. Therefore, the interest toward this
technology has increased exponentially in the last few years. Although
the performances are very high, the interpretability is low. In this
thesis, we make contributions to the development of EBANO, an engine
that generates transparency reports for black-box models. First, we
compared EBANO’s feature extraction step with image segmentation
techniques and concluded that the method adopted by EBANO created
interpretable features, while the other do not. Secondly, we tested
how EBANO reacts to adversarial examples. In this case, the features
extracted are completely unrelated to the image content. Then, we
trained different VGG16 networks to have unwanted biases, and used
EBANO to explain their prediction. In those cases, the nPIR index, an
indication of how much a feature affects the final prediction, is not as
high as we would expect or shows that the network based its decisions
on the wrong features. We also, added the Pascal VOC 2012 dataset
to the existing list of supported datasets. And finally, we created a
website to show the results.
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Chapter 1

Introduction
In computer science, the field of artificial intelligence is getting more

and more popular, companies all around the world are claiming the
use of it to improve the perception of their brand. Among all artificial
intelligence techniques, the category of artificial neural networks are
gaining attention for its capability to adapt to a vast variety of indus-
tries, spanning from health-care to transportation and security. In the
last years, dramatic improvements were made in this field thanks to
technological advancements, creation of large datasets and research on
neural networks architecture. This rapid progress with main focus on
getting networks more accurate and more efficient has left one impor-
tant aspect behind, transparency. Taking important decisions based
on a black-box model that have been evaluated only on the base of
one accuracy value computed on a supposedly representative sample
of the real world, is highly risky. Form here, derives the need for an
interpretable explanation of the underlying process.

Convolutional neural networks address the image classification prob-
lem, which consists of assigning, from a set of available labels, the one
the best describes the image content.
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1 – Introduction

Figure 1.1. Image classification problem consist in assigning to images
a representative label describing the depicted subject.
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Chapter 2

State of the art

2.1 Convolutional Neural Networks
Back in 1943, the concept of Neural Networks were introduced in

[11] by Warren McCulloch and Walter Pitt to describe how biological
neurons work.

Figure 2.1. General neural network architecture with an input layer,
several hidden layers and an output layer.

Later, the discoveries on the visual cortex of mammals and the in-
troduction of the back-propagation algorithm for neural network train-
ing gave birth to Convolutional Neural Networks (CNN or ConvNet) in
1989 by LeCun [12], that were specifically designed to deal with images,

9



2 – State of the art

although, there are other applications, such as time series analysis and
natural language processing.

Figure 2.2. Typical ConvNet architecture.

What characterize ConvNets is the usage of a mathematical linear
operation widely used in Computer Vision to extract and manipulate
images, called "Convolution". The mathematical formula of convolution
is:

g(t) =
Ú

x(a)w(t − a)da

But the 2 dimensional discrete version used for convolution operation
on images takes this form:

g(x, y) = (ω ∗ f)(x, y) =
aØ

s=−a

bØ
t=−b

ω(s, t)f(x − s, y − t))

Figure 2.3. Convolution between a 6x6 image with a 3x3 filter
with stride 1.
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2.1 – Convolutional Neural Networks

2.1.1 Vgg
VGG convolutional neural networks [13] are the result of a study of

very deep networks (11 to 19 layers) impact on accuracy. Previously to
this work, networks were wider, with convolutional filters of 7x7, but
shorter. The general VGG architecture has the following characteris-
tics:

• Input image size of 224x224x3 pixels;

• Convolutional layers with filters of small receptive field: 3x3, 1x1
and stride of 1;

• Stacks of up to 4 convolutional layer interleaved with max-pooling
layers;

• Three fully connected layers at the end;

• All layers use ReLU activation function.

Different configurations can be defined following those ground rules
(plus others, I have not mentioned here), VGG-16 and VGG-19 are
the ones that performed best on ImageNet dataset. From this family
of networks, VGG-16 was the chosen one for most of the experiments
presented here.

Figure 2.4. VGG16 architecture.
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2 – State of the art

Figure 2.5. VGG family network configuration. Image credits to
Simonyan and Zisserman, the original authors of the VGG paper.

2.1.2 Inception
Inception [14] is a family of networks created in an attempt to im-

prove the architecture in terms of performance while keeping its com-
putational cost limited and adding the capability of handling images
depicting objects at different level of vicinity.

GoogleLeNet, a particular incarnation of the Inception architecture,
won the ImageNet Large-Scale Visual Recognition Challenge in 2014.
Inception architecture has the following characteristics:
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2.1 – Convolutional Neural Networks

Figure 2.6. The same image at different levels of vicinity

• Inception modules are stacked on top of each other. These mod-
ules perform multiple convolutions at the same level with different
filter size, the result of those are then concatenated to form the
input of the next stage.

• Auxiliary classifiers connected to intermediate layers to increase
the loss value propagated to early layers. These smaller classifiers
are used only during training and ignored during prediction.

Figure 2.7. Inception module.

In addiction to VGG-16, InceptionV3 and InceptionResNetV2 have
been chosen for performing experiments, as well.
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2 – State of the art

2.2 Transparency techniques
In this section, we will explore several techniques that have been

proposed in the last few years for explaining black-box algorithms for
image classification tasks.

• Lime;

• Grad-CAM;

• RISE.

2.2.1 Lime
LIME, Local Interpretable Model-agnostic Explanations, [2] gives an

explanation to predictions of a black-box model by learning a sim-
ple linear interpretable model around the locality of the prediction.
LIME addressed both text classification and image classification prob-
lem, though the text classification problem is ignored here.

Figure 2.8. Image classification explanation made with LIME using
Inception neural network. From left to right: original image, LIME
explanation for label Electric guitar, label Acoustic guitar and label
Labrador. Areas with positive influence toward the target label are
shown. Image from [2]

Let ConvNet be the convolutional neural network under examina-
tion, Img be the image to predict, RidgeReg be the ridge regression
model used for explaining the prediction. LIME extracts a set of fea-
tures from Img by performing image segmentation with a quickshift
algorithm. Those segments are used for creating new images by ran-
domly removing segments from Img, let’s call them NeighboorhoodImgs.
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2.2 – Transparency techniques

Ones all the RidgeReg models have been trained (one for each selected
label), the final result is simply the list of features with their corre-
sponding regression coefficient, that can be used for creating images
showing only segments with positive coefficient, or only those with neg-
ative coefficient or both.

Figure 2.9. LIME overview: the original image is segmented and new
images are created from them, each of these new images are fed into
the CNN and predicted, finally a linear model is trained and the visual
explanation is created according to the linear coefficients.
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2 – State of the art

Figure 2.10. LIME explanation for class "Black Bear": green areas
contribute positively to the class, while red areas contribute negatively.
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2.2 – Transparency techniques

2.2.2 Grad-CAM
Gradient-weighted Class Activation Mapping (Grad-CAM) is the vi-

sual explanation proposed by researchers from Virginia Tech and Geor-
gia Institute of Technology in [10]. Grad-CAM base its visual expla-
nation on the gradient information going into the last convolutional
layer, before the spacial information is lost in the fully-connected lay-
ers. In addiction to Grad-CAM, in the same paper [10], they propose
an alternative called "Guided Grad-CAM" that combine Guided Back-
propagation with Grad-CAM for more detailed information.

Figure 2.11. Grad-CAM and Guided Grad-CAM visual explanation
for the class "Toilet seat".

GRAD-CAM intuition is based on previous work that have demon-
strated that deeper convolutional layers of a CNN capture high-level
visual structures, whereas shallow layers captures low-level structures
(i.e. dots, lines, ...). For this insight, they expect the last convolutional
layer to have the information needed for the creation the desired visual
explanation.
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2 – State of the art

2.2.3 RISE

RISE, an approach developed at the Boston University, creates a
saliency map that for each pixel tells how important it is for the network
prediction. For this approach, the classification model is completely
black box, meaning that we do not have access to its internals, unlike
other approaches. All they can consider is the input and the output.

Figure 2.12. RISE heat map for two different images: Original
image on the left.

To estimate the importance of each pixel, they randomly mask parts
of the input image to get different classification outputs. Then, the
saliency map generated as a linear combination of the randomly gener-
ated occlusion masks multiplied by the predicted probability, as shown
in figure 2.10.
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2.2 – Transparency techniques

Figure 2.13. RISE overview.
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Chapter 3

Used technologies
Tools and libraries used for this work are the following:

• Python the most used programming language among data scien-
tists.

• PyCharm an integrated development environment (IDE) for Python
code.

• Jupyter notebook a web-application for creating documents with
text, code (eg. Python) and its output.

• Keras a high-level deep learning library for Python that runs on
TensorFlow, Theano or CNTK.

• OpenCV a computer vision library.

• Dash a Python framework based on Plotly.js, React and Flask for
building web applications with interactive graphs.
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Chapter 4

Approach

4.1 Ebano
EBANO (Explaining BlAck-box mOdel) is the starting point of this

work. It is an engine, at its early stage, which final goal is to provide
to general users, the tools for a better understanding, through simple
and interpretable explanations, of deep convolutional neural networks.
Given a pre-trained CNN and an image, EBANO partitions the latter
and outputs a transparency report with indication of how each partition
influenced the classification outcome.

Figure 4.1. Ebano process overview.

When dealing with unstructured data, such as images, the defini-
tion of what constitutes a feature is not straightforward, the size or
the time-stamp is not related to the content, a single pixel is not rep-
resentative of an entire image, but a group of correlated pixels could
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4 – Approach

contain enough visual information about an image’s content. The strat-
egy adopted by EBANO to divide the image into subsets of correlated
pixels is to perform a SDS (Simultaneous Detection and Segmentation)
analysis based on hypercolumns and clustering. Once, EBANO has
identified a set of features with the above technique, it creates a new
set of images each having one feature perturbed and classifies each of
these with the CNN under examination to compare the results with of
the classification result of the original (not-perturbed) image. From the
differences between the classification of the perturbed images and the
original one, two indexes called nPIR and nPIRP are produced.
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4.1 – Ebano

Figure 4.2. EBANO feature extraction step: extract hypercolumns for
each pixels from the last 10 convolutional layers, then reduce dimen-
tionality to 30 with principal component analysis and perform k-means
to find clusters of similar pixels.
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4 – Approach

4.2 Image segmentation
In the previous section, the problem of extracting features from an im-

age and the solution provided by EBANO have been introduced, but in
the Computer Vision’s literature, there are already a set of well-known
algorithms that address this problem, called Image Segmentation. In
this section, some of those algorithms, offered by OpenCV, a widely
used computer vision library, will be examined and compared.

• Flood fill;

• Watershed;

• GrabCuts;

• Meanshift.

Many other algorithms are available, but for the scope of this work,
we decided to try just a few of them.
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4.2 – Image segmentation

4.2.1 Flood Fill

Figure 4.3. Image segmentation with flood fill algorithm. Source:
https://scikit-image.org

Flood fill is a simple operation for segmenting one area out from the
rest of the image by only using intensity information. Starting from
a point called "seed" with an intensity of I0, neighboring points are
included to the segment if their intensity value lies within a certain
range [I0 − lowDiff, I0 + highDiff ]. The result of this operation is
one continuous region containing the seed.

This algorithm presents several characteristics that makes it unusable
in our scope: firstly, it needs an input, usually given by a human, the
so called "seed"; secondly, it is able to identify only one segment. The
latter, would be easily overcome by running the algorithm several times
with different seeds, but the first problem of positioning the seed still
remains. For this reason, no further investigation has been done in this
direction.
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4 – Approach

4.2.2 Watershed Algorithm
The watershed algorithm interprets images as topographic surfaces of

the image intensity gradient with "mountains" and "valleys". Valleys are
flooded from their minima until waters coming from different sources
merges. This technique works better when it starts from human selected
points, opposed to starting from every minimum point which produces
over-segmentation. Variation of the traditional Watershed algorithm
exists, in particular the hierarchical approach can be used to overcome
the over-segmentation problem, in addiction, the P algorithm variation
of the hierarchical watershed segmentation does a really good job [17].
Unfortunately, only the traditional watershed algorithm is available in
OpenCV.

We applied a strategy proposed in [18] that applies the watershed
algorithm with input markers dynamically found through a series of
morphological transformations and thresholding. As shown in figure
4.2, the results are quite good since reasonable segments have been
found, therefore we will explore in section 5.1 the possibility of substi-
tuting the current EBANO’s feature extraction step with this watershed
implementation.

These are the steps performed:

• Otsu thresholding on the gray scale version of the image, this
will hopefully extract the foreground from the background.

• Opening, a morphological operation to remove noise.

• Dilation, a morphological operation to dilate the background, this
will increase the probability that all background has been extracted.

• Distance transform returns the distance from each foreground
point to the closest background point.

• Thresholding on the distance transform to get the points that are
for sure part of the foreground object

• Connected components on a binary image with all foreground
points at 1.
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4.2 – Image segmentation

• Watershed segmentation technique using connected components
as markers.
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4 – Approach

Figure 4.4. Steps of image segmentation with watershed algo-
rithm on image of pizza.
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4.2 – Image segmentation

Figure 4.5. Steps of image segmentation with watershed algo-
rithm on image of mouse.
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4 – Approach

Figure 4.6. Image segmentation with watershed algorithm.
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4.2 – Image segmentation

4.2.3 Grabcuts
Grabcuts algorithm [19], is another image segmentation method, but

it focuses on extracting the foreground from an image, plus it needs
human input to draw a rectangle around the foreground object to be
extracted.
GrabCuts works as follow: the input rectangle is used to mark every-
thing outside as background and everything inside as unknown, back-
ground and foreground are modeled with a GMM (Gaussian Mixture
Model) that creates a pixel distribution based on color information and
labels them as probable background or probable foreground depending
on their relation to the already labeled pixels. At the end, a graph
is created with each node representing a pixel and edge weights the
similarity between pixels. The foreground and the background are sep-
arated at the and using a mincut algorithm.

As for the Food Fill algorithm, GrabCuts needs human input and
extracts only one segment which makes this algorithm not a good choice
for the feature extraction phase of EBANO.
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4 – Approach

Figure 4.7. Grabcuts segmentation algorithm.
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4.2 – Image segmentation

Figure 4.8. Image segmentation results using GrabCuts. Image taken
from original paper [19].
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4 – Approach

4.2.4 Mean-Shift Segmentation
Meanshift, is a clustering based segmentation method that given a

spatial window size s and a color window size c, iterates over each pixel
and create clusters of similar pixels. The difference between meanshift
for image segmentation and data clustering is that with image we have
to consider not only the spatial distribution but also the color distribu-
tion, hence the need of two different window size.

For each pixel, a window of size s is created and the mean value of
the pixels within the window is computed, then the window shift to the
mean value just calculated, this process is repeated until convergence.
Pixels with windows ending up at around the same point, will belong
to the same segment.

Figure 4.9. Image segmentation with meanshift algorithm at different
values of k, the number of clusters.
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4.3 – Adversarial images

4.3 Adversarial images

Convolutional neural networks, as well as lineal models, are vulnera-
ble to adversarial examples, tailored inputs made explicitly for mislead-
ing the classifier [9]. Adversarial examples for ConvNets can be created
by taking a normal image and applying very small pixel variation, unno-
ticeable to the human eye. Naturally, this is one major concern related
the the robustness and trustability of the model.

Figure 4.10. Adversarial example: a cat image modified to induce the
network to classify them as mouse and as banana

Figure 4.11. Adversarial example: a pizza image modified to induce
the network to classify them as mouse and as banana
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4 – Approach

Is EBANO robust to adversarial examples? To answer to this ques-
tion, we created some adversarial examples and asked EBANO to ex-
plain the predicted output. In figure 4.4 and 4.5 it’s shown how two
images that seem identical to the human eyes are completely different
to the neural network, on the left images are classified as ’mouse’ and
on the right as ’banana’, both with really high confidence.

The interpretability report produced by EBANO is not able to cor-
rectly classify the adversarial examples, but the produced result is very
different from what we are used to.

Figure 4.12. Features extracted by EBANO on adversarial exam-
ples are unrelated to the image content, but depend on the neural
network used for prediction.
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4.3 – Adversarial images

Figure 4.13. Features extracted by EBANO on adversarial examples
are unrelated to the predicted class.

In figure 4.6 we show the results of feeding EBANO different ad-
versarial images, all miss-classified as "mouse" by VGG16 and Incep-
tionV3 networks. Extracted features from the VGG16 network are al-
most identical, independently from the input image, and the same is
true for InceptionV3. Moreover, also adversarial images miss-classified
as "mouse", "banana" and "canoe" all produce the same set of features
regardless of the predicted class, as shown in Figure 4.7. We conclude
that, EBANO is not robust to adversarial examples, but the shape of
the extracted feature could be used for raising suspicions on the nature
of the input image. However, the conclusion has been drawn only based
on adversarial examples created using the same method.
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4 – Approach

4.4 Biased model
Black box classification models might have hidden biases that are

hard to discover. However, there are some common mistakes that we
can reproduce and see how EBANO will explain the classification and
whether it is possible to use EBANO to evaluate a model’s quality.

• Training set is unbalanced, not all classes are equally represented;

• Training set does not generalize the real use case.

In order to reproduce those scenarios, we created specific datasets and
trained VGG16 models from scratch, without using transfer learning.
The reason for not using transfer learning is to remove any informa-
tion that the network have correctly learned on other datasets. Here,
the goal is to verify EBANO’s usefulness on detecting cases where the
neural network has learned wrong features, to do so, we simulate those
situations where the training dataset has high intrinsic biases that will
lead to wrong learnings.

The following configuration has been used:

• Output classes: [Airplane, Train];

• Activation function: Softmax

• Optimizer: Adam

• Learning rate: 0.00001

• Loss function: categorical crossentropy
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4.4 – Biased model

Figure 4.14. VGG16 Convolutional Neural Network architecture
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4 – Approach

4.4.1 Dataset unbalance
One typical problem is dataset unbalance, meaning that the number

of samples varies a lot between classes. For example, if a training set
as 1000 samples in class A, but only 10 samples in class B, then the
model will likely learn, during training, that all samples belong to class
A, with a training accuracy of 0.99.

We trained a convolutional neural network for image classification
on a dataset specifically designed to be unbalanced in the number of
images per class:

• Airplane: 1000;

• Train: 10.

Using EBANO’s transparency reports on models that have been
trained on unbalanced dataset will show an inconsistency between the
predicted class and the nPIR indexes. In correctly classified images, the
predicted class will have a very high level of confidence (around 0.99,
in our examples), but the nPIR plot will show that the features con-
taining the object has a very low nPIR value for the correct class and a
very high negative value for the other classes. This same behavior has
been seen in all analyzed images. As for the images that are wrongfully
classified, the situation is the same, the high confidence is not backed
by any feature nPIR value. One very good example is given by Figure
5.8, the nPIR values for class ’Plane’ are all close to zero, despite this,
the image as been classified as ’Plane’ with a 0.99 probability.
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4.4 – Biased model

Figure 4.15. Example of images contained in the unbalanced
dataset used for training.

Figure 4.16. Model accuracy and loss
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4 – Approach

4.4.2 Dataset is not general enough
Neural networks learn by example, iteration after iteration they ad-

just weights proportionally to the prediction error on the previous it-
eration. This means, that the training set has to be representative of
the data the network will receive in production for it to perform as well
as in testing. A VGG16 network has been trained on a dataset that
contains ’Airplane’ and ’Train’ with the particularity that all airplanes
are flying in the sky.

This network tends to classify as ’Plane’ not by looking for the actual
plane in the image, but based on the presence of a blue sky. Such a
insight can not be extracted with statistical values like accuracy, sensi-
tivity, etc.

EBANO’s transparency report has proved to be able to give useful
information for exposing cases where the network has not learned the
correct features, even if the classification turns out to be correct.
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4.4 – Biased model

Figure 4.17. Example of images contained in the dataset used for
training a network that has not been able to lean the correct features.
An airplane in the sky on the left and a train on the ground.

Figure 4.18. Model accuracy and loss.
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4 – Approach

4.5 Pascal VOC dataset
Pascal VOC data set is a collection of images depicting realistic scenes

with objects belonging to 20 different classes:

• Person: person

• Animal: bird, cat, cow, dog, horse, sheep

• Vehicle: airplane, bicycle, boat, bus, car, motorbike, train

• Indoor: bottle, chair, dining table, potted plant, sofa, TV/monitor

The pascal VOC data set is part of a bigger project that has run
a series of challenges from 2005 to 2012 providing a benchmark for
image recognition/detection and image segmentation to the machine
learning community. Adding support for this dataset in addition to
ImageNet, COCO and Caltech is just another way of making EBANO
more versatile and providing a wider range of images to test.
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4.5 – Pascal VOC dataset

Figure 4.19. Examples of images contained in the Pascal
VOC 2012 dataset.
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4 – Approach

4.6 Website
The final goal of Ebano is to provide to a general, non-expert user

of a convolutional neural network an easy tool for assessing the quality
of a network. Looking at that direction, it seemed useful to create a
simple website to showcase the results and, hopefully, use it for doing
evaluations with human subjects on the interpretability and usefulness
of EBANO’s transparency report.

The website provides a view of all images available with the possi-
bility to select:

• Model: Vgg_16, Inception_V2, ...

• Dataset from which the image has been taken: Coco, ImageNet, ...

• Class of interest: Pizza, Banana, Elephant,...

By selecting an image, the transparency report of EBANO is shown,
containing:

• List of features;

• nPIR-nPIRP graphs;

• Distribution of predictions before and after blurring a feature;

• GRAD-CAM explanation (if available);

• LIME explanation (if available).

A non-expert user should be able to distinguish a good classification
from a bad one looking at information provided and a quick definition
of those indexes.
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4.6 – Website

Figure 4.20. Web site home page shows a list of images for which
reports are available.
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4 – Approach

Figure 4.21. Web site report page of coffeepot image. Starting from
the top: a list of general information, the image under analysis, top-10
predicted classes, list of all the features extracted by EBANO.
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4.6 – Website

Figure 4.22. nPIR and nPIRP plots shown in the web page for
class coffeepot, with possibility to select a different class from
a drop down list.
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4 – Approach

Figure 4.23. For each feature, prediction distribution before and after
the image has been perturbed by blurring the feature.
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4.6 – Website

Figure 4.24. Plotly allows interactive interaction with plots: pan,
selection, download, zoom and more operations are possible.
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Chapter 5

Experimental results

5.1 Feature extraction with image segmen-
tation

In this section, we will explore the possibility of substituting the
current EBANO’s feature extraction step, based on hypercolumns, with
traditional computer vision segmentation methods.

Among the different methods we analyzed in chapter 4, only two
were really applicable to our case:

• Meanshift;

• Watershed.

In the following pages, we will compare features extracted by Ebano
using hypercolumns, meanshift and watershed. For each image and
each method, these are the information presented:

• Original image;

• Neural network used for inference;

• Segmentation method;

• Correct class label;

• Predicted class label;
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5 – Experimental results

• Image with extracted features with hypercolumns, meanshift or
watershed;

• nPIP and nPIRP plot for correct class:

• nPIP and nPIRP plot for predicted class if different from the correct
class otherwise an image containing the feature with highest nPIR
value.
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5.1 – Feature extraction with image segmentation

Figure 5.1. Different segmentation methods applied on image of Toucan.
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5 – Experimental results

Figure 5.2. Different segmentation methods applied on image of Ostrich.
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5.1 – Feature extraction with image segmentation

Figure 5.3. Different segmentation methods applied on image of Ostrich.
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Figure 5.4. Different segmentation methods applied on image of
African elephant.
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Figure 5.5. Different segmentation methods applied on image of Castle.
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Figure 5.6. Different segmentation methods applied on image of Ba-
nana using InceptionV3 network.
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Figure 5.7. Different segmentation methods applied on image of a
Dining table using InceptionResNetV2 network.
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Let’s analyze each result closely: In figure 5.1, we compare different
segmentation techniques on an image depicting two ostriches in the fore-
ground. By using the hypercolumns technique, we immediately notice
that all vertical structures are segmented into the same feature (feature
n.4), from this, we could deduce that the neural network has learned
to recognize vertical structured, but not to differentiate between poles
and ostrich necks and legs. As shown by the PIP index, feature n.4 is
not the most important one, perhaps because it includes poles as well.
The most important feature is the n.1, that includes both animals body
plus some landscape, this suggests that most of the ostriches live in such
environment and that the network might be biased to classify images
as ostrich because of the background environment and not the animal
itself. Now, let’s see how segments extracted with Meanshift are help-
ful in understanding the network decision. Notice how detailed these
segments are, depending on the situations, this could be an advantage
or a disadvantage, as we will see later. Feature n.1 and n.2 are just
background and no not play a role for prediction the class "Ostrich",
while feature n.3 and n.4 have a small positive influence and none have
a very strong correlation with the predicted class. Instead, Watershed
segmentation technique completely failed.

In figure 5.2 the hypercolumns extraction technique was able to ex-
tract one very important feature for predicting the class "Ostrich" (fea-
ture n.1) and two with zero importance toward class "Ostrich" but that
play a role for other classes. Notice how feature n.1 includes the entire
Ostrich and has a significant negative effect on the second predicted
class, the latter is also reflected in the probability of those prediction:
Ostrich - 0.9999946355819702, Bustard - 0.0000017038696569215972.
With Meanshift, the extracted features could not isolate the important
parts of the image from the rest, in particular, the legs, neck and head
of the Ostrich have been put in a feature that also includes a large
part of the background, thus diluting the importance if this feature.
Similarly, Watershed technique was not able to separate the object of
interest form the background, hence failing to provide any additional
information.

The image of a Toucan on a tree, in figure 5.3 is more challenging
and more features are needed to allow a clear separation of the bird
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from the background leaves and branches. Overall, the hypercolumns
technique extracted good features that allowed a deeper analysis.
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5.2 Comparing EBANO with LIME and
Grad-CAM

In this section, we will compare the state of the art methodologies,
to understand where EBANO stays, what to improve and which are its
strengths. Methods that have input parameters to be tuned according
to the input image, we selected the configuration we considered the best
in each situation.

To make the comparison, for each image we produced 9 different re-
ports using EBANO with number of clusters equal to [2,3,4,5,6,7,8,9,10],
among them, the one that had the biggest difference between nPIR val-
ues have been selected to be the best one.

For LIME, we used 1000 features to create the explanation and com-
pared masks with [2, 3, 4, 5, 6, 7, 8, 9, 10, 50, 100, 500, 1000] number
of features. Among all those masks, we manually selected the one con-
taining the most useful information.

For each image under analysis, the following information are shown:

• Original image;

• Neural network used for inference;

• Correct class;

• Predicted class;

• For EBANO:

– Image showing all features (segments) into which the original
image has been divided into;

– nPIR and nPIRP plots for the correct class;
– Feature with highest nPIR value;

• For Grad-CAM:

– Grad-CAM heat map;
– Guided Grad-CAM result;
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• For LIME:

– Image containing only the positive features.

To compare the different techniques, we will consider different as-
pects:

• Precision;

• Correctness: if two techniques agree on an explanation, that is
considered correct, and the other one incorrect;

• Usefulness;

• Information.

According to the above criteria, Grad-CAM is the most precise, in
particular the Guided Grad-CAM and its explanation is always consis-
tent with the one from EBANO, while LIME showed inconsistent result
in Figure 5.10. As for the usefulness, they all provide valuable insight,
LIME have a harder time in the extraction of clear features, this is
evident in Figure 5.9, this could be blamed on the fact that it uses an
image segmentation technique that for what we experienced in chap-
ter 5.1 are not as reliable as the one based on hypercolumns. EBANO
provides the most information thanks to the nPIR and nPIRP indexes
that for each feature give an indication of how important it is for this
class and for the other classes. This gives an opportunity to make more
complex analysis, for example in Figure 5.11, the negative nPIR index
of the blue regions give us a reason of why the network did not classify
this image correctly: the presence of those horizontal lines misled the
network into thinking that that was not a mouse.
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Figure 5.8. Comparison between EBANO, Grad-CAM and LIME ex-
planation for an image of a Toucan. The neural network has correctly
classified the image. From EBANO’s report we see that the segment
with highest nPIR index contains the whole bird, thus the entire bird
body is significant for the network, while the rest of the image is only
background that is irrelevant for this class. Grad-CAM produced a
heat map that points to the bird’s neck. LIME shows that not only the
bird is a positive feature but also part of the background is.
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Figure 5.9. Comparison between EBANO, Grad-CAM and LIME
explanation for an image of an Ostrich. EBANO reveals that the
ostrich’s face is a positive feature, but also vertical structure in the
background are positively influencing the classification. This could
mean that the network has confused those poles to be ostriches long
and slim necks or legs. Grad-CAM points out that the upper part
of the neck is the important feature. LIME was not able to extract
a clear and interpretable feature.
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Figure 5.10. Comparison between EBANO, Grad-CAM and LIME
explanation for an image of a Tabby. EBANO correctly extracted
the important feature, but also other segments containing the back-
ground have small positive influence. Grad-CAM pointed to the
cat’s face and in lesser degree to the reflection of the cat’s face. For
LIME almost the whole image is a positive features apart from the
cat’s front and parts of the body.
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Figure 5.11. Comparison between EBANO, Grad-CAM and LIME
explanation for an image of a Mouse. The image has been wrong-
fully classified as ’Toilet seat’, but we show the explanation for class
’Mouse’. EBANO segments the entire mouse together with the cable
to be very positive for the class ’Mouse’, plus it also shows how some
of the background features have very negative impact. Grad-CAM
highlights the mouse especially the mouse buttons are important. For
LIME, the positive features are those of Grad-CAM plus a big part
of the background.
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5.3 Explaining biased models
Training a new ConvNet model requires a careful design of training

and validation set, image preprocessing, data augmentation and fine
tuning of several hyperparameters. In the following, we will try to
detect mistakes made during training that leads to poor networks using
transparency reports from EBANO. The scope is to assess the usefulness
of having a tool, such as EBANO, in determining the most appropriate
model to use.

The same network has been trained on different datasets.

5.3.1 Dataset unbalance
In the following pages some EBANO’s transparency report results on

the neural network trained on an unbalanced dataset of airplanes and
trains are shown. They all contain:

• Table of the prediction percentage for both classes (Plane and
Train);

• Original image;

• Image showing all features (segments) into which the original image
has been divided into by EBANO;

• nPIR and nPIRP plots for both classes;

• The image caption contains a detailed interpretation of the report.
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Figure 5.12. Ebano report on image of class ’train’ and model trained
on unbalanced dataset. This image has been wrongfully classified as
’Plane’ with a very high confidence level of 0.99. None of the extracted
features played a significant role on the prediction.
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Figure 5.13. Ebano report on image of class ’train’ and model trained
on unbalanced dataset. The image has been wrongfully classified as
’Plane’. This classification does not correspond to the situation depicted
in the nPIR plots, where feature n.3 and n.4 have a bigger positive
impact on class ’Train’ than feature n.1 on class ’Plane’.
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Figure 5.14. Ebano report on image of class ’Plane’ and model
trained on unbalanced dataset. This image has been correctly
classified as ’Plane’. Feature n.1 contains the whole plane but has
a nPIR value of only 0.04.
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Figure 5.15. Ebano report on image of class ’plain’ and model trained
on unbalanced dataset. The classification is correct, but the feature
containing the planes have a nPIR value of less that 0.25.
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Figure 5.16. Ebano report on image of class ’plain’ and model trained
on unbalanced dataset. The classification is correct, but the feature
containing the planes have a nPIR value of less that 0.25.
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5.3.2 Dataset is not general enough
In the following pages, examples of EBANO’s transparency reports

are shown. They all contain:

• Table of the prediction percentage for both classes (Plane and
Train);

• Original image;

• Image showing all features (segments) into which the original image
has been divided into by EBANO;

• nPIR and nPIRP plots for both classes;

• Images of the most relevant features;

• The image caption contains a detailed interpretation of the report.
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Figure 5.17. Ebano report on image of class ’Plane’ and model trained
on dataset of flying planes and trains. The nPIR plot indicates that,
only the feature n.6 has a positive influence on the prediction of class
’Airplane’, while features n.3, n.8, n.9 and n.10 all have a positive
impact on the prediction of class ’Train’. In particular, feature n.9 is
an indication of a network that has learned the wrong features.

79



5 – Experimental results

Figure 5.18. Ebano report on image of class ’Plane’ and model
trained on dataset of flying planes and trains. The image has been
wrongfully classified as ’Train’ with a weak percentage. The nPIR
plot indicates that features n.1 and n.2 are indications of class ’Train’,
while feature n.3 and n.5 are indications of class ’Airplane’. Notice
how elements of the ground are indications of class ’Train’, while the
sky is an indication of class ’Plane’.
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Figure 5.19. Ebano report on image of class ’Plane’ and model
trained on dataset of flying planes and trains. This image has been
correctly classified as ’Plane’, but looking at the nPIR plots, it is no-
ticeable that feature n.1 containing the whole plane played a small
role compared to feature n.2 and n.4.
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Figure 5.20. Ebano report on image of class ’Train’ and model trained
on dataset of flying planes and trains. Image correctly classified as
’Train’ with high probability.
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Figure 5.21. Ebano report on image of class ’Train’ and model trained
on dataset of flying planes and trains. Image correctly classified as
’Train’ with high probability. The most relevant features that led to
this classification do not contain any part of the train.
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Figure 5.22. Ebano report on image of class ’Train’ and model
trained on dataset of flying planes and trains. Image correctly clas-
sified as ’Train’. Surprisingly, features n.3 and n.4 which contain the
upper half that the lower half the the train had a small negative effect
on class ’Train’ and a small positive effect on class ’Plane’. Instead,
the other segments that do not contain any part of the train had a
positive effect on class ’Train’.
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Figure 5.23. Ebano report on image of class ’Train’ and model
trained on dataset of flying planes and trains. Image correctly clas-
sified as ’Train’. Although, the classification is correct, EBANO’s
transparency report expose some flaws. Feature s n.2 and n.5 which
are part of the image that only contain parts of the sky are more
important than feature n.1.
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Chapter 6

Conclusion

6.1 Achievements

Towards the initial aim of this work to improved and enrich the ex-
isting EBANO project, several contributions have been made.

First of all, we tested image segmentation algorithms from the im-
age processing field as a substitute for the method developed internally
based on the network hypercolumns. Those methods turned out to be
incapable of always finding reasonable segments, when an important
feature of the foreground object is in the same segment with a signifi-
cant part of the background, the report produced by EBANO becomes
useless. With hypercolumns, we can be sure that the extracted seg-
ments are an expression of how the network has interpret the input
image. For example, let’s take an image of a cat lying on a table. From
a segment, extracted with hypercolumns, that contains whiskers and
table we can deduce that the network has reacted in similar ways to
the table and to the whiskers, so either the whiskers are not an impor-
tant feature that characterize a cat or the table is a strong indication of
a cat being in the image. On the other hand, if the same segment was
extracted using traditional image segmentation techniques, the same
deduction could not have been made, actually, nothing could be said or
deducted from any segmentation made this way.
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Secondly, we tested how EBANO reacts to adversarial examples. Ad-
versarial examples can be used maliciously to trick the network to make
a wrong predictions. It is, thus, interesting to see whether EBANO
is able to give us hints and raise suspicions. As seen in chapter 4.3,
EBANO’s report on adversarial examples are very different from those
on normal images.

Then, we trained VGG16 networks on datasets with intrinsic biases
and used EBANO to expose them. Two simple cases have been ad-
dressed: the first neural network has learned to classify everything as
’Plane’ and the second has learned to base it’s classification on the
wrong features. In both cases, it is possible to use EBANO and see
that the network is not as robust as the accuracy values suggest.

Another contribution has been made by just expanding the list of
datasets that EBANO is able to get images from. ImageNet, COCO,
VOC2012 and Caltech are supported and reports can be made on those
images without having to upload them manually.

Last but not least, the development of a small website to allow nav-
igation through different reports more easily.
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6.2 Future work
Given the rising importance of explaining the underlying decision pro-
cess of a convolutional neural network, it is definitely worth to further
develop this project. The main points to be addressed in future works
could be:

• Evaluation of the efficacy of the transparency report with non-
expert users. The importance of developing a tool like EBANO, is
to give non-expert users of a neural network the means for a better
understanding of how the decision has been made. It is undeniable
that neural networks will influence our lives and that they will
make some decisions for us, here lies the importance of being able
to judge the quality of a neural network and verify that it does not
contain any unethical biases.

• Definition of a class explanation. throughout this work, lots of
transparency reports have been shown, but how many reports are
really enough? and how can we know that the input images of those
reports have not been carefully selected to show a partial truth?
To address these issues, and ongoing work has been conducted to
create a class wide explanation that takes into consideration the
widest range of possible inputs and condenses the results into one
report that summarize it all.
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