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Abstract

This thesis aims to develop an autonomous guidance and control for Earth monitoring
missions, based on the Nonlinear Model Predictive Control (NMPC) approach, alterna-
tive to the standard planning designed on ground. As case study, the scenario in which
a spacecraft (S/C) has to overfly a given point located on the Earth surface, when the
on-board software is triggered by an alarm, is considered. The satellite must guarantee
a fast revisit and persistent monitoring of the event and, when the alert is over, the re-
turn to the initial orbit. As Earth observation mission, the ESA Sentinel-2 one is studied.
Firstly, the strategies for the autonomous mission planning are developed. Their goal is
to produce feasible trajectories for guiding the S/C exactly on the coordinate in which
the alert is occurred. Then, the NMPC is designed in order to generate a control input
which forces the S/C to follow the reference trajectories, finding a suitable trade-off be-
tween the time to perform the maneuvers and the propellant consumption. Constraints
on the maximum thrust supplied by the engines and on the S/C orbital dynamics are
taken into account explicitly in the problem. The obtained results are compared with
the ideal strategy, which consists in instantaneous and impulsive ∆V applied at the or-
bital node, and with the standard mission planning, in which the ideal situation is ap-
proximated with a consequent efficiency degradation. The results show that the NMPC
approach can achieve better performances than the manual case and guarantee nearly
the same optimality level as the ideal impulsive strategy, presenting however several
advantages with respect to this situation. In particular, NMPC can allow a significantly
higher level of autonomy and offer more flexibility and adaptation capability with re-
spect to traditional approaches. Further improvements, especially on the reduction of
fuel consumption, can be done through the development of NMPC with low-thrust poli-
cies.
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Chapter 1

Introduction

In the past years, autonomous vehicles have become increasingly important in a wide
variety of engineering fields, especially in the automotive sector. Recently, the concept
of autonomy is developing as an open problem also in the context of advanced space
missions. The increase of interest is due to the possibility of using the autonomous
guidance in a wide range of space applications, such as low-thrust orbital transfer, or-
bit phasing, station keeping, deep space correction maneuvers and rendezvous. Tradi-
tionally, the whole mission planning is carried out on ground by means of the classical
orbital mechanics methods (e.g. Lambert’s problem solution, direct and indirect orbit
optimization, etc.), designing a-priori a strict schedule of maneuvers to be followed by
the S/C during the various phases of the mission. A significant advance in this context
is represented by the autonomous mission planning, guidance and control approach.
The aim is to obtain unmanned systems with the ability to plan their motion trajectories
without communications with ground control stations, i.e. systems with the capability
of accomplishing missions on its own. This can be done by the development of a real-
time autonomous trajectory planner able to generate, through the optimization of some
performance indexes, feasible trajectories which enable vehicle to reach a desired final
destination within a specified time, respecting limitations of on-board control system
capabilities and vehicle performances.

However the implementation of practical methods for space mission autonomous plan-
ning raises a number of challenging ranging from extended agency and long-term plan-
ning to dynamic recoveries and robust concurrent execution, all in the presence of tight
real-time deadlines, sharp maneuvers, changing goals, scarce resource constraints, and
a wide variety of possible failures. From this point of view, NMPC appears to be a
very promising approach. Indeed, it can provide in an unified way optimal guidance
strategies and the control laws also for complex MIMO nonlinear systems. Moreover,
it is able to efficiently manage nonlinear and/or nonconvex constraints and handle the
most common types of propulsion in a systematic way. Examples of real applications
in which Model Predictive Control (MPC) - either linear or nonlinear - has already been
used are: controlling the S/C during rendezvous/docking maneuvers [1], station keep-
ing [2], orbit phasing [3] and deep space TCM [4].
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1 – Introduction

In the last few years, many space programs (i.e. GOCE, GRACE, Sentinels, etc. . . ) have
been focused on monitoring the Earth in order to observe (from far above) events and
phenomena which cannot be studied in-situ on the surface of the planet [5]. These kinds
of missions, in the near future, will require the design of S/C which, from a parking or-
bit, are able to quickly overfly, with a narrow tolerance, any point on the Earth surface,
after suitable alarms triggered by on-board computer (OBC) units or from some ground
station [6], [7]. In order to accomplish such a mission profile, many complex and ex-
pensive plane-change orbital maneuvers could be required. Hence, the necessity arises
of planning a mission profile optimized in terms of time required to perform a given
maneuver and propellant consumption, in order to extend the mission duration as long
as possible.

For these reasons, the thesis project has been focused on the development of an au-
tonomous guidance and control for an Earth observation satellite. In particular, as case
study the Copernicus Sentinel-2 mission has been considered.

1.1 Copernicus Sentinel-2 mission

1.1.1 Copernicus programme

Copernicus is a program for Earth observation, coordinated and managed by the Euro-
pean Commission (EC) in partnership with the European Space Agency (ESA). Its aim
is to provide an accurate, timely and easily information in the domain of environment
and civil security [8].

The priority applications of this mission, shown in Figure 1.1, are:

• ATMOSPHERE MONITORING, which is to provide information on air quality and
chemical composition of the atmosphere.

• MARINE ENVIRONMENT MONITORING, which is to provide information on the
state and dynamics of physical ocean and marine ecosystem.

• LAND MONITORING, which is to provide information on land use and land cover,
cryosphere, climate change and bio-geophysical variables.

• CLIMATE CHANGE MONITORING, which is to provide information on climate vari-
ables, climate analyses and projections and indicator relevant to adaptation and
mitigation strategies.

• EMERGENCY MANAGEMENT, which is to provide information for emergency re-
sponse in relation to different types of disasters.

• SECURITY SERVICE, which is to provide information in support of the civil security
in Europe.

2



1 – Introduction

Figure 1.1. Copernicus mission

For the achievement of all the operations defined in the Copernicus programme, ESA
has developed a family of satellites, called Sentinels [9]. Each Sentinel is used for a
very specific aim among those defined above; but what characterizes each of them is to
provide high-resolution radar and optical images of our planet.

1.1.2 Sentinel-2 mission

Sentinel-2 is a wide-swath, high-resolution, multi-spectral imaging mission, support-
ing Copernicus Land Monitoring studies, including the monitoring of vegetation, soil
and water cover, as well as observation of inland waterways and coastal areas. As pre-
sented in Figure 1.2, this mission is a constellation of two twin satellites (Sentinel-2A
and Sentinel-2B) placed in the same orbit, phased at 180° to each other.

Figure 1.2. The Twin-Satellite SENTINEL-2

3



1 – Introduction

Mission objectives

Sentinel-2 provides a wide range of applications related to Earth’s land and coastal wa-
ter. The mission offers information for agricultural and forestry practices and for help-
ing manage food security. Besides, satellite images are used to determine various plant
indices such as leaf area chlorophyll and water content indexes. This is particularly im-
portant for effective yield prediction and applications related to Earth’s vegetation.
As well as monitoring plant growth, Sentinel-2 can be used to map changes in land cover
and to monitor the world’s forests. It also provide information on pollution in lakes and
coastal waters. Images of floods, volcanic eruptions and landslides contribute to disas-
ter mapping and help humanitarian relief efforts. The aim is to provide, with Sentinel-2
data, continuity to multi-spectral imagery provided by the SPOT series of satellites and
the USGS LANDSAT Thematic Mapper instrument.

So, the main applications of this mission are the monitoring of:

• land cover change;

• global crop;

• forest and vegetation;

• marine environmental;

• inland water;

• glaciers, ice extent and snow cover.

These applications ensure that Sentinel-2 makes a significant contribution to Copernicus
themes.

MultiSpectral Instrument

The MultiSpectral Instrument (MSI) uses a push-broom concept. A push-broom sensor
works by collecting rows of image data across the orbital swath and utilises the forward
motion of the spacecraft along the path of the orbit to provide new rows for acquisition.
The average period of observation over land and coastal areas is approximately 17 min-
utes and the maximum period of observation is 32 minutes. The Sentinel MSI sample
13 spectral bands: four bands at 10 metres, six bands at 20 metres and three bands at
60 metres spatial resolution. Only the GRI (GLOBAL REFERENCE IMAGE, map with
landmarks) is completed at HR between 30-40 cm.

4



1 – Introduction

A detailed model of Sentinel-2, with the representation of the satellite platform and the
communication links, is shown in Figure 1.3.

Figure 1.3. SENTINEL-2 model

Orbit characteristics

The Sentinel-2 mission orbit is sun-synchronous. A sun-synchronous orbit (SSO) is a
nearly polar orbit around a planet, in which the satellite passes over any given point of
the planet’s surface at the same local mean solar time. In this way the solar illumination
on the planet’s surface is the same for every revolution; this condition helps the obser-
vation, since the light conditions remain approximately unchanged for each orbit.

Sentinel-2A and Sentinel-2B occupy the same orbit, but separated by 180°. Table 1.1
contains the main orbital informations for the two twin Sentinel.

Altitude Inclination Period Cycle Ground-track Local Time at
deviation Descending Node

(km) (deg) (min) (days) (km) (hours)

786 98.62 100.6 10 +-2 10:30

Table 1.1. Orbit characteristics

The value of Local Time was chosen as a compromise between a suitable level of so-
lar illumination and the minimisation of potential cloud cover. The Local Time value
is close to the local overpass time of LANDSAT and almost identical to that of SPOT-5,
permitting the integration of Sentinel-2 data with existing and historical missions, and
contributing to long-term time series data collection.

5



1 – Introduction

Figure 1.4. SENTINEL-2 field of view

Other features of Sentinel-2 orbit are:

• systematic global coverage of land surfaces from 56° S to 84° N, coastal waters,
and all of the Mediterranean Sea;

• revisiting every 5 days under the same viewing angles. At high latitudes, Sentinel-
2 swath overlap and some regions will be observed twice or more every 5 days, but
with different viewing angle;

• 290 km field of view (reported in Figure 1.4).

1.2 Objectives and outline of the thesis

The aim of this thesis, developed in collaboration with ESA-ESTEC, is to implement
an autonomous guidance alternative to the standard mission planning made on ground
(GS) via the FOS. The problem has been addressed through the following steps:

• build a simulator in MATLAB reproducing the orbits of the Sentinel A;

• simulate alerts on the on-board software, which trigger the switch from remote/GS
to autonomous mission planning;

• using Nonlinear Model Predictive Control (NMPC), simulate how the nominal
mission changes for:

– a fast revisit of the event;

– a persistent monitor of the event;

– the return to the nominal mission plan.

6



1 – Introduction

The thesis is organized in six chapter, including the current Chapter 1, that introduces
the context in which the autonomous mission planning is developed.

Chapter 2 deals with the orbital dynamics required to define the motion of Sentinel-
2A in its orbit.

Chapter 3 shows an overview of the Nonlinear Model Predictive Control (NMPC) ap-
proach used to realize the autonomous planning.

Chapter 4 describes the mission scenario considered and the strategies developed to
implement the trajectory planner.

Chapter 5 presents the results obtained by applying to the NMPC the desired trajectory,
computed through the planner, and compares the performances between autonomous
and standard mission approaches.

Chapter 6 reports some concluding considerations about the thesis work and proposes
possible future developments.

7



Chapter 2

Orbital dynamics

2.1 Basic physical principles

Orbital mechanics, as applied to artificial spacecraft, is based on celestial mechanics.
The founders of this mechanics were Newton and Kepler. Indeed, Kepler provided
three basic empirical laws that describe motion in unperturbed planetary orbits, while
Newton formulated the more general physical laws governing the motion of a planet.

2.1.1 Kepler’s laws

Kepler provided three empirical laws for planetary motion (Figure 2.1), based on Brahe’s
planetary observation:

1. The orbit of a planet is an ellipse with the sun located at one focus.

2. The radius vector drawn from the sun to a planet sweeps out equal areas in equal
time intervals, that is the areal velocity is constant.

3. The squares of the periods of revolution of the planets are proportional to the cubes
of the semimajor axis of their orbits.

Figure 2.1. Kepler’s laws of planetary motion

8



2 – Orbital dynamics

2.1.2 Newton’s laws

Newton provided three laws of mechanics and one for gravitational attraction, formu-
lated as follows:

1. A particle remains at rest or continues to move at a constant velocity, unless acted
upon by an external force.

2. The rate of change of linear momentum of a body is equal to the force F applied
on the body, where p = mv is the linear momentum and

F =
dp
dt

=
d(mv)

dt
. (2.1)

In this equation, m is the mass of the body and v is the velocity vector.
For a constant mass, this law takes the simplified form

F = ma (2.2)

where a = dv/dt is the linear acceleration.

3. For any force F12 exerted by a particle 1 on a particle 2, there exists a force

F21 = −F12 (2.3)

exerted by particle 2 on particle 1.

4. Any two particles attract each other with a force

F =
Gm1m2r

r3 (2.4)

where r is a vector of magnitude r = |r| along the line connecting the two particles
with masses m1 and m2, and G = 6.67× 10−11Nm2/kg2 is the universal constant
of gravitation.

2.2 The two-body problem

As defined in [10], the two-body problem is an idealized situation in which, through
the equation (2.4), the motion of two point particles that interact only with each other
is determined. It is used to describe, for example, a satellite orbiting a planet, a planet
orbiting a star and two stars orbiting each other (a binary star).

9



2 – Orbital dynamics

Figure 2.2. General two body problem

In Figure 2.2, m2 exerts an attraction force F1 = m1r̈1 on m1, and m1 exerts a force
F2 = m2r̈2 on m2. The Newton’s II law and gravity law yield the following equations :

F1 = m1r̈1 = Gm1m2
r2 − r1

|r2 − r1|3
(2.5)

F2 = m2r̈2 = Gm1m2
r1 − r2

|r1 − r2|3
= −F1 (2.6)

From (2.5) and (2.6), we obtain

r2 − r1 = −G(m1 + m2)
r2 − r1

r3 (2.7)

and, since r = r2 − r1

r̈ + G(m1 + m2)
r
r3 = 0. (2.8)

Equation (2.8) is the basic equation of motion for the two-body problem.
One of the main properties of this system can be derived from the definition of the center
of mass (which from this moment will be indicated with cm).
The cm of the two-body system can be found from the equation ∑ mjrj = 0; it follows that
ram1 − rbm2 = 0. In Figure 2.2, rc is the radius vector from the origin of the reference
frame to the cm of the two-body system, and ra and rb are (respectively) the distance
of m1 and m2 from the cm. It can be observed that ra = rc − r1 and rb = r2 − rc or,
equivalently, that m1(rc − r1)−m2(r2 − rc) = 0. Hence

rc(m1 + m2) = m1r1 + m2r2 (2.9)

After two differentiations of (2.9) with time, and taking in consideration (2.5) and (2.6),
we find that

r̈c = 0; ṙc = const. (2.10)

The last equation means that although the cm in not accelerated, the system can be in
rectilinear motion with constant velocity. Furthermore the center of mass can be chosen
as the origin of an inertial frame.

10



2 – Orbital dynamics

2.2.1 Free restricted two-body equation

For m1 � m2 the equation (2.8):
r̈ + µ

r
r3 = 0 (FR2B)

where µ = Gm1 is the gravitational parameter. The (FR2B) is called the free restricted
two-body equation.

The system defined by (FR2B) has the following properties:

1. the total mechanical energy is conserved;

2. the angular momentum is conserved;

3. the free response of the (FR2B) equation occurs on a plane.

The demonstrations of these properties, discussed in the next paragraphs, are taken
from [11].

Energy conservation

Take the dot product of (FR2B) with ṙ:

r̈ · ṙ + µ

r3 r · ṙ = 1
2

d
dt
(ṙ · ṙ) + µ

2r3
d
dt
(r · r)

=
d
dt

ṙ 2

2
+

µ

2r3
d
dt

r2 =
d
dt

ṙ 2

2
+

µṙ
r2 =

d
dt

( ṙ 2

2
− µ

r

)
= 0.

(2.11)

This proves the principle of energy conservation:

Ė = 0, E = const (2.12)

Indeed, E =
(

ṙ2

2 −
µ
r

)
=
(

v2

2 −
µ
r

)
is the total (mechanical) energy per unit mass, where:

• v2

2 is the kinetic energy per unit mass;

• − µ
r is the potential energy per unit mass.

Then, for a given (constant) total energy E , the corresponding orbital velocity is

v =
√

2µ/r + 2E . (2.13)

Angular momentum conservation and planar motion

Take the cross product of r with (FR2B):

r× r̈ +
µ

r3 r× r = r× r̈ = ṙ× ṙ + r× r̈ =
d
dt
(r× ṙ) = 0. (2.14)

This proves the principle of angular momentum conservation:

ḣ = 0, h = const (2.15)

Indeed, h = r× ṙ = r× v is the angular momentum per unit mass.
An important implication of h being constant is that r and v always remain in the same
plane, called the orbital plane.

11



2 – Orbital dynamics

Orbit equation

With (FR2B) equation a geometric description of the Keplerian orbits can be derived.
Take the cross product of (FR2B) with h:(

r̈ +
µ

r3 r
)
× h =

d
dt

(
ṙ× h− µ

r
r
)
= 0. (2.16)

The above equation shows that

ṙ× h− µ

r
r = const = µe (2.17)

where e is the eccentricity vector and e = |e| is the eccentricity.

Take the dot product of r with (2.17):

r · (ṙ× h)− µ

r
r · r = µr · e. (2.18)

Knowing that r · (ṙ× h) can be rewritten as (r× ṙ) · h and that (r× ṙ) · h = h · h = h2,
then (2.18) becomes

h2 − µ r = µ r e cos θ (2.19)

where θ (the angle between r and e) is called true anomaly.

Expliciting with respect to r and defining p = h2/µ (p is called the parameter or semi-
latus rectum), the orbit equation is obtained:

r =
p

1 + e cos θ
. (ORE)

2.3 Orbit geometry

The (ORE) is the equation of a conical section. As shown in Figure 2.3, this is the general
orbit equation from which different kinds of orbits evolve, namely: circular, elliptic,
parabolic and hyperbolic. Motion under a central force results in orbits that are one of
these conical sections.

Figure 2.3. Conic sections
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2 – Orbital dynamics

2.3.1 Analysis of Keplerian orbit

Starting from (ORE) equation, depending on the e value, the following conic sections are
obtained:

1. circle, for e = 0;

2. ellipse, for 0 ≤ e ≤ 1;

3. parabola, for e = 1;

4. hyperbola, for e > 1.

Each conic section, described in detail below on the basis on [12], has the following
properties:

• the origin is located at one focus;

• θ is measured from the point on the conic nearest the focus;

• p determines the size;

• e determines the shape.

Circular Orbits

Setting e = 0 in the (ORE) equation, yields

r = p =
h2

µ
= const (2.20)

Since ṙ = 0, it follows that v = v⊥, that is the velocity of the body is perpendicular to the
radius vector r; so, the angular momentum formula h = rv⊥ becomes simply h = rv.
Substituting this expression for h into (2.20) and solving for v yields the velocity of a
circular orbits

v =

√
µ

r
= const (2.21)

The energy is then E = µ2/2h2 = −µ/2r < 0. It means that as the radius goes up, the
energy becomes less negative, i.e., it increases; in other words, the higher the orbit, the
greater its energy.

Elliptic Orbits

If 0 < e < 1, then the denominator of (ORE) varies with true anomaly θ, but it remains
positive, never becoming zero. The point on the ellipse at θ = 0° (point P in Figure 2.4)
is called the periapsis, and the radius vector from the prime focus F of the ellipse to the
periapsis is the minimum radius vector from the focus to any other point on the ellipse.
Its value, found from the (ORE), is

rp =
p

1 + e
. (2.22)
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Figure 2.4. Elliptical orbit

For orbits around the Earth, which is considered to be located at the prime focus F,
the periapsis is called perigee; rp is the perigee distance from the focus. For orbits around
the Sun, the periapsis is called perihelion.
The point on the ellipse (point A in Figure 2.4) with the maximum distance from the
focus located at F is obtained by considering θ = 180°; the value of this distance is:

ra =
p

1− e
(2.23)

Point A is called the apoapsis and ra denotes the apoapsis radius vector. The apoapsis
of an elliptic orbit in the solar system is called aphelion, while the apoapsis of an earth-
orbiting spacecraft is called apogee.
Let 2a be the distance measured along the apse line from periapsis P to apoapsis A, as
illustrated in 2.4. Then:

2a = rp + ra (2.24)

Substituting (2.22) and (2.23) in (2.24), we get:

a =
p

1− e2 (2.25)

a is the semimajor axis of the ellipse. Solving (2.25) for p and putting the result into (ORE),
yields an alternative form of the orbit equation:

r = a
1− e2

1 + e cos θ
(2.26)

The center C of the ellipse is the point lying midway between the apoapsis and periapsis.
The distance CF from C to F is

CF = a− FP = a− rp =
p

1− e2 −
p

1− e
=

p
1− e2︸ ︷︷ ︸

a

e = ae (2.27)
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Let B the point on the orbit which lies directly above C, on the perpendicular bisector of
AP. The distance b from C to B is the semiminor axis. If the true anomaly of point B is β,
then according to (2.25), the radial coordinate of B is

rb = a
1− e2

1 + e cos β
(2.28)

Starting from the above equation and knowing that the projection of rB onto the apse
line is ae, an interesting property of the ellipse can be found, that is rB = a.
This property can be used to find the semiminor axis in terms of the semimajor axis and
the eccentricity of the ellipse; indeed, according to the Pythagorean theorem,

b2 = r2
B − (ae)2 = a2 − a2e2 (2.29)

then:
b = a

√
1− e2 (2.30)

Regarding the total energy, it is negative and equal to

E =
v2

2
− µ

r
= ... = − µ

2a
(2.31)

while the velocity is

v =

√
2

µ

r
− µ

a
. (2.32)

The last equation is also known as vis-visa equation.

Parabolic Orbits

If the eccentricity equals 1, then the (ORE) equation becomes

r =
p

1 + cos θ
(2.33)

As the true anomaly θ approaches 180°, the denominator approaches zero, so that r tends
towards infinity and consequently also the semimajor axis a.
According to (2.31), since a → ∞, the energy of a trajectory for which e = 1 is zero, so
that for a parabolic trajectory the conservation of energy is:

v2

2
− µ

r
= 0 (2.34)

In other words, the speed anywhere on a parabolic path is:

v =

√
2µ

r
(2.35)

The velocity in the above equation is the escape velocity necessary to leave the parabolic
orbit around the central body located at the focus F. It is interesting also to notice that
this escape velocity is larger by a factor of only

√
2 than the velocity of a circular orbit

at the same distance r from F. This means that, to escape from a circular orbit requires a
velocity boost of 41.4 percent.

15



2 – Orbital dynamics

Hyperbolic Orbits

If e > 1, the (ORE) formula describes the geometry of hyperbola shown in Figure 2.5.

Figure 2.5. Hyperbolic trajectory

For this class of orbits, the total energy is positive and equal to

E =
µ

2a
. (2.36)

This means that the kinetic energy of the satellite is larger than its potential energy, so
that it is able to leave the gravitational attraction field of the central body. In other
words a body passing close to a moving planet is subject to a velocity increase, without
being captured by the planet gravity. This hyperbolic orbit feature is called hyperbolic
passage and it is adopted in some interplanetary voyages, for example in US probe
Mariner 10 mission (1973) to fly-by Venus and Mercury.
The conservation of energy for a hyperbolic trajectory is

v2

2
− µ

r
=

µ

2a
. (2.37)

According to (2.37), it is possible to find v∞, that is the speed at which a body on a
hyperbolic path arrives at infinity (i.e. r → ∞)

v∞ =

√
µ

a
. (2.38)

This velocity is called hyperbolic excess speed.
Another relevant quantity is the true anomaly of the asymptote θ∞; this is the true anomaly
that goes to zero the (ORE), that is

θ∞ = cos−1(−1/e). (2.39)
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2.4 Reference frames

There are different types of reference systems used for the study of the motion of satel-
lites and, more generally, of celestial bodies. The most common for the analysis of orbits
around the Earth, are:

1. local vertical local horizontal frame (LVLH);

2. local orbit frame (LORF);

3. perifocal (perigee) frame (PF);

4. geocentric equatorial (GE) frame.

Local vertical local horizontal frame

It is a non-inertial reference system since, as shown in Figure 2.6, its origin is located
directly on the satellite (P1) and then it is subject to accelerated motion. The unit vectors
of this reference frame, are:

• l3 (local vertical), defined along the direction P0 → P1 on the orbit plane;

• l1 (local horizontal), perpendicular to l3 on the orbit plane and sign concordant
with the orbital velocity;

• l2 = l3 × l1 (orbit pole), perpendicular to the orbit plane.

Figure 2.6. LVLH frame

Local orbit frame

Also for this reference frame the origin (P1) is placed on the satellite and then it is non-
inertial. The unit vectors that define it, are:

• o1, instantaneous normalized velocity on the orbit plane and tangent to the orbit;

• o2 = l2, perpendicular to the orbit plane;

• o3 = o1 × o2, on the orbit plane.
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Perifocal frame

One of the most suitable reference system to describe the satellite motion is the Perifocal
reference frame (Figure 2.7). It is an inertial reference system, since its origin is located in
the center of the Earth (i.e. in one of the two fochi of the elliptic orbit) and then it moves
with uniform rectilinear motion. The unit vectors that define this reference frame, are:

• p̂ = e/e, eccentricity unit vector passing through the periapis on the orbit plane;

• ŵ = o2 = l2 (orbit pole), perpendicular to the orbit plane and concordant with
momentum vector h of the satellite;

• q̂ = ŵ× p̂, on the orbit plane.

Figure 2.7. Perifocal frame

Geocentric equatorial frame

Also for this reference frame the origin is placed in the center of the Earth and then it
is inertial. As reported in Figure 2.8, the fundamental plane is the equatorial frame and
the unit vector that define it, are:

• Î, defined along the vernal equinox direction, that is, the place where the Sun
crosses the celestial equator in a northward direction in its annual apparent cir-
cuit around the ecliptic;

• K̂, defined along the north polar axis;

• Ĵ = K̂× Î, on the equatorial plane.

Note that this reference system does not rotate with the Earth, but remains relatively
fixed against the background stars; furthermore it is independent on the spacecraft orbit.
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Figure 2.8. GE frame

2.5 Orbital elements

Once the main reference frames have been defined, it is possible to represent the satel-
lite’s motion with respect to them.
To completely define this motion, six scalar quantities are required, such as the three
components of the velocity (v) and the position (r) vectors of the satellite at a certain in-
stant of time in a three-dimensional Cartesian reference system. Alternatively, it is pos-
sible to use another set of six elements in order to uniquely identify both the shape and
orientation of the orbit and the position of the satellite on it.
Respect to a Geocentric-Equatorial reference frame, these last quantities are called or-
bital elements. These elements, shown in Figure 2.9, are

• semimajor axis a: describes the size of orbit ellipse;

• eccentricity e: describes the shape of orbit ellipse;

• inclination i: the angle between the orbit plane and Earth’s equatorial plane;

• right ascension of ascending node Ω: the angle from the vernal equinox to the
ascending node (intersection between the orbital and the equatorial plane);

• argument of perigee ω: the angle from the ascending node to the eccentricity
vector measured in the direction of satellite’s motion;

• true anomaly ν ≡ θ: indicates the position of the satellite in its orbit.
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Figure 2.9. Orbital elements definition

This set of orbital elements can be divided into two groups: the dimensional elements
and the orientation elements. The dimensional elements specify the size and the shape
of the orbit and relate the position of spacecraft in the orbit to time; they are: semimajor
axis, eccentricity and the true anomaly. The orientation elements specify the orientations
of the orbit in space, which are: inclination, right ascension of ascending node and argu-
ment of perigee.
The quantities necessary to describe the satellite’s motion, i.e. the velocity and the po-
sition vectors and the orbital elements, are related to each other; indeed, knowing one
of these two sets, it is possible to derive the other on the basis of procedures described
in [13] and reported in subsections 2.5.1 and 2.5.2.

2.5.1 Computation of the orbital elements based on r and v

Once position and velocity of the satellite, at a given instant of time, is assigned, the
orbital elements can be derived. The step

(r, v)→ {a, e, i, Ω, ω, ν}

can be performed using the following procedure:

1. Exploiting the conservation of mechanical energy E , expressed by the equation (2.37):

E = − µ

2a

the value of the semimajor axis a is obtained:

a = − µ

2E (2.40)
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2. From (2.18), the eccentricity e is determined as a function of the module of the
angular momentum:

e =
∣∣∣∣ 1µ v× h− r

r

∣∣∣∣ (2.41)

3. The value of the inclination i is obtained by determining the angle between the z
axis of the Geocentric-Equatorial reference frame (whose direction is defined by
the K̂ vector) and the direction of the h vector:

cos i =
K̂ · h

h
⇒ i = arccos

(
K̂ · h

h

)
(2.42)

4. The right ascension of ascending node Ω is derived through the following expres-
sion:

cos Ω = Î · n̂ ⇒ Ω =

{
arccos(Î · n̂) if n̂ · Ĵ > 0
2π − arccos(Î · n̂) if n̂ · Ĵ < 0

(2.43)

where n̂ is a unit vector whose direction is the line of the nodes and whose ori-
entation goes from the center of the ellipse to the ascending node; it is called unit
vector of the line of nodes and is defined as:

n̂ , K̂× h
h

5. The argument of perigee ω can be expressed as a function of the eccentricity unit
vector ê , e/e and of the unit vector of the line of nodes n̂ as:

cos ω = n̂ · ê ⇒ ω =

{
arccos(n̂ · ê) if e · K̂ > 0
2π − arccos(n̂ · ê) if e · K̂ < 0

(2.44)

6. At last, observing that the true anomaly ν is the angle between the direction of
the eccentricity unit vector ê ( which identifies the perigee of the orbit) and the
direction of the position unit vector r̂ , r/r, the following expression is obtained:

cos ν = ê · r̂ ⇒ ν =

{
arccos(ê · r̂) if r · v > 0
2π − arccos(ê · r̂) if r · v < 0

(2.45)

2.5.2 Computation of r and v based on orbital elements

Known the set of orbital elements, the step

{a, e, i, Ω, ω, ν} → (r, v)

represents the inverse problem with respect to the one previously considered.
For this purpose, it is convenient to use a Perifocal reference frame (Figure 2.7) in which
the position vector of the satellite has the following expression:

r = r cos ν p̂ + r sin ν q̂ (2.46)
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where the distance r from the center of attraction (coinciding with the origin of the ref-
erence system) is given, according to the orbital parameters, by the polar equation of the
conic:

r =
p

1 + e cos ν
with p = a(1− e2)

The components of r in the Perifocal reference frame are then:

[r]pwq = r

cos ν
sin ν

0

 =
a(1− e2)

1 + e cos ν

cos ν
sin ν

0

 (2.47)

Regarding the expression of v, it must be kept in mind that, in the keplerian context, the
p̂ and q̂ unit vectors are constant over time and therefore the Perifocal reference frame
is assimilable to an inertial system, i.e.:

dp̂
dt
≡ dq̂

dt
= 0

Deriving with respect to time the expression of r given by (2.46), we obtain:

v =
dr
dt

= (ṙ cos ν− r ν̇ sin ν) p̂ + (ṙ sin ν + r ν̇ cos ν) q̂ (2.48)

At this point, it is necessary to express r and r ν̇, exclusively, as functions of the orbital
elements. For this purpose, it is sufficient to derive with respect to time both members
of the polar equation of the conic, obtaining:

ṙ =
∂r
∂ν

ν̇ =
p(e sin ν)

(1 + e cos ν)2 ν̇ =
r ν̇(e sin ν)

1 + e cos ν
= · · · =

√
µp e sin ν

r(1 + e cos ν)
=

√
ν

p
e sin ν (2.49)

From the previous equation, the expression of rν̇ can be found:

rν̇ =

√
µ

p
(1 + e cos ν) (2.50)

Replacing (2.49) and (2.50) in (2.48), we get:

v =

√
µ

p
[− sin ν p̂ + (e + cos ν) q̂] (2.51)

which represents the desired expression. In terms of components, the (2.51) can be writ-
ten as:

[v]pwq =

√
µ

p

 − cos ν
e + cos ν

0

 (2.52)

It can be noted that the components of r and v, written in (2.47) and (2.52), depend only
on the orbital elements a,e and ν. This is due to the fact that the expression of r and v pre-
viously computed refer to a Perifocal reference frame. For this reason the components
do not contain neither the information relative to the orbital plane lay (which depend
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on Ω and i angles), nor those related to the orientation of the orbit on its plane (through
the ω angle).
In order to have r and v that depend on all the six orbital elements, it is necessary to
define them in the Geocentric-Equatorial reference frame. To do this, it is sufficient to
apply the rotation matrix T313(Ω, i, ω) to the vectors defined in the Perifocal reference
frame, in order to obtain:

[r]I JK = T313(Ω, i, ω)[r]pwq (2.53)
[v]I JK = T313(Ω, i, ω)[v]pwq (2.54)

where T313(Ω, i, ω) is defined as a combination of the following three elementary rota-
tion matrices:

T3(Ω) =

cos Ω − sin Ω 0
sin Ω cos Ω 0

0 0 1


T1(i) =

1 0 0
0 cos i − sin i
0 sin i cos i


T3(ω) =

cos ω − sin ω 0
sin ω cos ω 0

0 0 1



then (s , sin, c , cos):

T313(Ω, i, ω) =

cΩ cω− sΩ ci sω −cΩ sω− sΩ ci cω sΩ si
sΩ cω + cΩ ci sω −sΩ sω + cΩ ci cω −cΩ si

si sω si cω ci



The computation of the position and velocity vectors, based on the orbital elements, is
important for the analysis of the satellite’s motion on its orbit. In fact, considering a
Keplerian problem, note r and v at time t0, it is possible to determine r and v at a time
t > t0. Starting from r(t0) and v(t0) and using the expressions described in the previous
paragraph, the six orbital elements are determined. Furthermore, if the problem is Kep-
lerian, the first five orbital elements remain constant while the only element that varies
over the time is the true anomaly ν that identifies the position of the satellite along its
orbit.
Since, given an instant of time t > t0 it is possible to determine the value of ν(t), on the
basis of the six orbital elements knowledge and applying the (2.53) and the (2.54), the
r(t) and v(t) values are obtained. Moreover, in order to derive the position and velocity
of the satellite at each point of the orbit, it is sufficient to vary ν from 0 to 2π.
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2.6 Sentinel2 orbit definition through orbital elements

In this section the proceedings seen in subsections 2.5.1 and 2.5.2 are used to define the
Sentinel2 orbit, that is the one necessary to perform the nominal mission (described in
Chapter 1).

The spacecraft orbit is characterized by the following orbital elements1:

• a ≈ 7166 km;

• e ≈ 0.000127;

• i ≈ 98.62°;

• Ω ≈ 327.4862°;

• ω ≈ 93.0135°.

Starting from these orbital elements and applying (2.53) and (2.54) with ν that varies
from 0 to 2π, it is possible to compute position and velocity of the satellite at each point
of the orbit. Plotting the position vector, the resulting orbit is shown in Figure 2.10.

Figure 2.10. Obtained Sentinel2 orbit through orbital elements

1The information about the characteristics of Sentinel2 orbit are described on the ESA
website [9].
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2.7 Sentinel2 orbit definition through integration of FR2B

The behaviour of the satellite, i.e. its position and velocity instant by instant, can be
predicted by integration of differential equation (FR2B):

r̈ + µ
r
r3 = 0 ⇒ v̇ + µ

r
r3 = 0

In order to perform a numerically integration, the satellite dynamics have to be de-
scribed by a set of first order differential equations, called state equations, of the form

ẋ(t) = f [x(t), u(t); t]
y(t) = h[x(t), u(t); t]

where

- x(t) ∈ Rnx : state;

- u(t) ∈ Rnu : input;

- y(t) ∈ Rny : output;

- nx: order of the system.

Since (FR2B) is a second order differential equation, it can be defined by two first order
differential equations, in this way:

ṙ = v (2.55)

v̇ = −µ
r
r3 (2.56)

Defining the system states

x = (r, v) = (x, y, z, ẋ, ẏ, ż) = (x1, x2, x3, x4, x5, x6)

the (5.1) and (5.2) can be rewritten as:

ẋ1
ẋ2
ẋ3
ẋ4
ẋ5
ẋ6

 =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
− µ

r3 0 0 0 0 0
0 − µ

r3 0 0 0 0
0 0 − µ

r3 0 0 0





x1
x2
x3
x4
x5
x6

 (2.57)

The numerical integration is implemented using the TR-BDF2 method. It is an implicit
Runge-Kutta2 formula with a trapezoidal rule step as its first stage and a backward dif-
ferentiation formula of order two as its second stage; by construction, the same iteration
matrix is used in evaluating both stages.

2The Runge–Kutta methods are a family of implicit and explicit iterative methods, which include the
well-known routine called the Euler Method, used in temporal discretization for the approximate solutions
of ordinary differential equations (ODE).
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2 – Orbital dynamics

To perform the integration, the following parameters must also be defined:

• integration interval

• initial state.

As integration interval, a period of the satellite’s orbit was considered. Let Ap the total
orbital area, the period P of an elliptical orbit (according to the third Kepler law) is given
by

P = 2π

√
a3

µ
(2.58)

For Sentinel2 the period P is equal to 6015 s. Instead, as initial state, r0 and v0 are con-
sidered (i.e. position and velocity at time t = 0). They were computed, using the orbital
elements that characterize the Sentinel2 orbit and applying (2.53) and (2.54) with ν = 0.

Plotting the position vector, the resulting orbit reported in Figure 2.11.

Figure 2.11. Obtained Sentinel2 orbit through integration

As can be seen, the two approaches provide equivalent results. What characterizes
each of them is the way in which the orbit is described. Indeed, in the first one the
satellite motion is computed by varying the true anomaly ν from 0 to 2π; this not allow
a direct association between position and velocity of the satellite with a precise instant
of time. Instead in the second approach, through integration, it is possible to make
this association; instant by instant, an orbit described in terms of position and velocity is
obtained. For this reason, the derivation of the orbit through integration is more suitable
for simulation and for the use of predictive control algorithm.

26



Chapter 3

Nonlinear Model Predictive Control

The purpose of this chapter is to provide an overview about the principle and mathe-
matical elements of the Nonlinear Model Predictive Control (NMPC).

3.1 Overview

In many control problems, it is desired to design a stabilizing feedback such that a per-
formance criterion is minimized while satisfying constraints on the controls and the
states. Ideally, one would look for a closed solution for the feedback satisfying the
constraints while minimizing the performance. However, since often the closed loop
solution can not be found analytically, a repeated solution of an open-loop optimal con-
trol problem for a given state is used [14]. Control approaches using this strategy are
defined Model Predictive Control (MPC).

3.1.1 Model predictive control development and principle

Linear model predictive control becomes popular since the 70s of the past century. Orig-
inally, it is designed and used for control of large-scale processes, typically in the chemi-
cal and petroleum industry, since the slow dynamics of those systems allowed large con-
trol intervals and then enough time to perform the optimization. Thanks to progress in
the area of optimization algorithms and hardware computational speed, this approach
has become suitable for control of fast dynamical systems with time constants in micro-
and millisecond range [15]. For these reasons, MPC has obtained an increase in popu-
larity as a control technique used, not only in the process industry, but also in a wide
range of applications from automotive and aerospace to clinical anaesthesia.

As reported in [16], the key ideas of this control strategy are:

• use of a model to predict the process output along a future time horizon;

• definition of a control sequence minimizing an objective (or cost) function;

• receding strategy, so that at each instant the prediction horizon is shifted forward
(towards the future).
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Starting from these concepts, different types of predictive algorithms have been devel-
oped. The difference between them is only on the type of model used to represent the
system and the cost function to be minimized.

The main advantages of this strategy are:

• it can be used to control a great variety of systems, also with very complex dynam-
ics or with multi-inputs and multi-outputs (MIMO);

• it intrinsically compensates the delay in the response to a control action, called
dead time;

• the resulting controller is defined by an easy-to-implement control law;

• it permits, during the design process, the treatment of the constraints on the states
and output of the system obtaining a constrained optimization problem.

However it also has its drawbacks. One of these is the amount of computations required
to derive the control law in cases where it has to be carried out at every sampling time
(since the dynamic of the system changes), especially when the constraints are consid-
ered. Another disadvantage is the need for an appropriate model of the process to be
available. Indeed the design algorithm is based on prior knowledge of that and there-
fore the more the model used is different from the real system, the more the resulting
control law will be less accurate.

3.1.2 Nonlinear model predictive control development and principle

Many systems are, however, inherently nonlinear. The inherent nonlinearity together
with an increase in the constraints (linear and nonlinear) on the system dynamics, im-
ply operating conditions often near the boundary of the admissible region. Then, linear
models are, in those cases, not sufficient to describe the process dynamics adequately
and nonlinear models must be used. The variant of Model Predictive Control, char-
acterized by the use of nonlinear system models in the prediction, is called Nonlinear
Model Predictive Control (NMPC) [17].

As in linear model predictive control, NMPC involves the repetitive solution of an op-
timal control problem at each sampling time in a receding horizon fashion. While these
problems are convex in linear MPC, in the nonlinear case they are not convex anymore;
this determines the presence of more local minima and therefore a much greater number
of computations for each sample, even without providing any hard guarantees on the
solution. So, ensuring a global (or at least sufficiently good) solution to the resulting
nonlinear optimization problem can be a process not feasible for real-time requirements.
Furthermore, other limiting factors are the development of nonlinear dynamic models
and state estimators. Then, the NMPC can not be used to solve any control problem;
for these reasons, its industrial development is still limited. However, it is a powerful
approach of great promise that has proven itself in several applications. With further
research in the direction of numerical implementation technology and modeling and
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state estimation methods, it may strengthen its position as the most powerful method
available for certain classes of systems [18].

3.2 NMPC strategy

In general, the model predictive control problem is formulated as solving on-line a finite
horizon open-loop optimal control problem subject to system dynamics and constraints
involving states and controls. The methodology of all controllers belonging to the MPC
family is shown in Figure 3.1.

Figure 3.1. NMPC strategy

Based on measurements obtained at time t, at each time step the controller:

1. predicts the future dynamic behaviour of the system over a prediction horizon Tp;

2. determines (over a control horizon Tc ≤ Tp) the command input such that a pre-
determined open-loop performance objective function is optimized, in order to
obtain the best prediction (i.e., the prediction closest to the desired behaviour).

In an ideal situation, i.e. no disturbances, no model-plant mismatch and infinite predic-
tion horizons, the input function found at time t = 0 could be applied to the system for
all times t ≥ 0. However, in general, this is not possible, since the true system behaviour
is different from the predicted one. Then, it is necessary to incorporate some feedback
mechanism, in order to implement the obtained open-loop manipulated iput function
only until the next measurement becomes available. The time interval between each
measurement is assumed to be fixed and equal to δ; this value, also indicated as Ts, is
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called sampling time. Using the new measurement at time t + δ, the whole procedure
(prediction and optimization) is repeated in order to find a new input function with the
control and prediction horizons moving forward. Furthermore the calculation of the
command input at each time step based on the system behaviour, allows the inclusion
of constraints on state and input.

3.3 Basic structure

In order to implement the strategy described in section 3.2, the structure shown in Fig-
ure 3.2 is used [16].

Figure 3.2. NMPC basic structure

The two basic elements of this structure are:

• the model

• the optimizer.

Model

As can be seen in Figure 3.2, the model is used to predict the future plant outputs, based
on past and current values and on the proposed optimal future control actions. Then, the
chosen model must be able to describe the dynamics of the process in order to provide a
proper prediction in the behaviour and at the same time be simple to implement. It can
be divided in process model and disturbance model, which takes into account the effect
of unmeasurable inputs, noises and model errors. The process model can be described
in different ways, but the most used description, especially in the academic research
community, is the state space representation. Indeed, it allows a very simple derivation
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of the controller, even for the multivariable case, and an easier expression of stability
and robustness criteria.

Optimizer

The aim of the optimizer is to provide the control actions by minimizing a cost function
that also takes into account the presence of constraints on the system. If the cost function
is quadratic, its minimum can be obtained as an explicit function (linear) of past inputs
and outputs and the future reference trajectory. Instead, in the presence of inequality
constraints the cost function becomes more complex and therefore its minimization re-
quires much higher computational costs. The control action provided by the optimizer
is such that drives the process to accomplish the specified requirements, fulfilling at the
same time the specified constraints.

3.4 Control problem formulation

Let consider a generic nonlinear system described by state space representation:

ẋ = f (x, u)
y = h(x, u)

(3.1)

where x ∈ Rn is the state, u ∈ Rnu is the command input and y ∈ Rny is the output of
the system.
It is assumed that the state is measured in real-time, with a sampling time Ts, so that the
measurements are

x(tk) with tk = Tsk for k = 0,1, . . .

As defined in section 3.2, the NMPC strategy is based on two key operations:

• prediction

• optimization.

In subsections 3.4.1 and 3.4.2, taking from [11], a detailed treatment of these two opera-
tions is carried out.

3.4.1 Prediction

At time t a prediction of the state and output, over an interval [t, t + Tp], is obtained by
integration of 3.1 or a model of it. In general the predicted output ŷ, at a certain instant
of time τ ∈ [t, t + Tp], is a function of the initial state x(t) and of the input signal u(t : τ)
(that is the input defined in the interval [t, τ]):

ŷ(τ) ≡ ŷ(τ, x(t), u(t : τ))
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In order to simplify calculations, it is reasonable to assume the input as a constant signal
after a time Tc ∈ [Ts, Tp], previously defined as control horizon:

u(τ) = u(t + Tc), τ ∈ [t + Tc, t + Tp]

Note that, as shown in Figure 3.1, u is an open-loop input, since its value in the interval
[t, t + Tp] does not depend on the value assumed instant by instant by the state x in that
interval.

3.4.2 Optimization

The aim of this control technique is to generate, at each sampling time, an input signal
u∗(t : τ) such that the prediction ŷ(τ, x(t), u∗(t : τ)) ≡ ŷ(u∗(t : τ)) has the desired
behaviour for τ ∈ [t, t + Tp]. The concept of desired behaviour is expressed by defining
the objective function:

J(u(t : t + Tp)) =̇
∫ t+Tp

t

(
‖ỹp(τ)‖2

Q + ‖ũ(τ)‖2
R

)
dτ + ‖ỹp(t + Tp)‖2

P (3.2)

where ‖ỹp(τ)‖ =̇ r(τ) − ŷ(τ) is the predicted tracking error and r(τ) ∈ Rny is the ref-
erence to track. The symbols ‖·‖X, introduced in the expression above, are weighted
vector norms and their integrals are square signal norms.

So to get the desired behaviour, the input signal u∗(t : t + Tp) is chosen as one mini-
mizing the objective function J(u(t : t + Tp)). In other words, this means minimizing
the three terms that compose it, which are

1. ‖ỹp(τ)‖2
Q: this term is the tracking error norm, that is the difference, instant by

instant, between the reference signal and the predicted output;

2. ‖ũ(τ)‖2
R: this term allows to manage trade-off between performance and com-

mand activity;

3. ‖ỹp(t + Tp)‖2
P: this term gives further importance to the final tracking error.

The square weighted norm of a generic vector v ∈ Rn is

‖v‖2
Q =̇ vTQv =

n

∑
i=1

qiv2
i , Q = diag(q1, . . . , qn) ∈ Rn×n

where qi ≥ 0 are the weights of the matrix Q. The values assigned to the matrices Q,
R and P are fundamental for the NMPC design, since they regulate the optimization
process. Indeed, depending on this weights, more or less importance can be given to the
minimization of each of the three terms.
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One of the main features of the model predictive control is the possibility to consider
constraints on the system during the optimization process. Then the minimization of
J(u(·)) can be subjected both to constraints given by the dynamics of the system

˙̂x(τ) = f (x̂(τ), u(τ))
x̂(t) = x(t)
ŷ(τ) = h(x̂(τ), u(τ))

and to constraints on predicted state/output (for example obstacles or collision avoid-
ance) and on the input (for example input saturation).

3.5 Mathematical formulation

The general formulation of the optimization problem, described in subsection 3.4.2, is:

u∗(t : t + Tp) = arg min
u(·)

J (u(t : t + Tp))

subject to:
˙̂x(τ) = f (x̂(τ), u(τ)), x̂(t) = x(t)
ŷ(τ) = h(x̂(τ), u(τ))
x̂(τ) ∈ Xc, ŷ(τ) ∈ Yc, u(τ) ∈ Uc

u(τ) = u(t + Tc), τ ∈ [t + Tc, t + Tp]

(3.3)

To solve this problem on-line, at each sampling time, an efficient numerical algorithm is
needed, since its formulation is in general non-convex. Moreover, the objective function
J(u(·)) is a function of the signal u(·), which can be seen as a vector with an infinite
number of elements; hence, the optimization involves an infinite number of decision
variables.

In order to overcome this problem, the input signal can be parametrized in the following
way:

u(τ) =
m

∑
i=1

ciφi(τ) = cφ(τ) (3.4)

where c = [c1, . . . , cm] ∈ Rnu×m are the parameters, while φ(τ) = [φ1(τ), . . . , φm(τ)]T ∈
Rm×1 are the basic functions. In general these basic functions can be

• rectangular functions:

φi(τ) =

{
1, τ ∈ [t + (i− 1)Ts, t + iTs]

0, otherwise
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• polynomial functions:
φi(τ) = (t− τ)i−1.

In both cases, the input is kept constant over the prediction horizon:

u(τ) = c1 = const, τ ∈ [t, t + Tp]

Note that in case of rectangular functions, u(τ) is piece-wise constant.

Since, with the parametrization, the input signal is represented by the finite dimension
matrix c, the optimization problem can be reformulated as follows:

c∗ = arg min
c∈Rnu×m

J(c)

subject to:
˙̂x(τ) = f (x̂(τ), u(τ)), x̂(t) = x(t)
ŷ(τ) = h(x̂(τ), u(τ))
u(τ) = cφ(τ)

x̂(τ) ∈ Xc, ŷ(τ) ∈ Yc, u(τ) ∈ Uc

u(τ) = u(t + Tc), τ ∈ [t + Tc, t + Tp]

(3.5)

The resulting optimal input is:
u∗(τ) = c∗φ(τ)

The optimal solution to the minimization problem u∗(t : t + Tp), computed at time
t, is an open-loop input; indeed, it depends on x(t) but not on x(τ), with τ > t. Then, if
this signal is applied for the entire time interval [t, t + Tp], the control does not perform
any feedback action which could increase the precision or reduce errors and disturbance
effects. To overcome this open-loop behaviour and obtain a feedback control algorithm,
the so-called receding horizon strategy has to be introduced. It is defined by the follow-
ing steps:

1. At time t = tk, the optimal input u∗(t : t + Tp) is computed via optimization.

2. Only the first input value u(τ) = u∗(t = tk) is applied and keep it constant for
∀τ ∈ [tk, tk+1].

3. Steps 1-2 are repeated for t = tk+1, tk+2, . . .

In this way, instant by instant, the optimal input u∗ is computed. This signal is applied
to the process for a time interval equal to Ts; after that, through the optimization algo-
rithm, a new optimal input is computed depending on the current state. As shown in
Figure 3.3, using this strategy a closed loop control is obtained; indeed, the controller is
capable of sensing the state evolution at each sampling time and then reacting to possi-
ble uncertainty errors and unpredicted disturbances.
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Figure 3.3. NMPC with reciding horizon strategy

3.6 NMPC design

3.6.1 Control scheme

The NMPC algorithm can be implemented in a MATLAB function and inserted in the
Simulink block scheme as shown in Figure 3.4.

Figure 3.4. Control scheme

The plant block contains a detailed description of the system, by the use of the state
space representation defined in the equations (3.1). Instead the model used in the nmpc
law, necessary for prediction and optimization operations, is an approximate version
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of (3.1):

˙̂x = f̂ (x̂, u)

ŷ = ĥ(x̂, u)

where f̂ and ĥ are approximations of f and h functions.
It is important to use an approximate model that

• simplifies the description of the system: this is useful for increasing the velocity of
the prediction and optimization algorithm;

• does not neglect the main features of its dynamics.

3.6.2 Parameters choice

The design phase consists in acting on the NMPC parameters by a trial and error proce-
dure in simulation, in order to obtain a configuration which can optimize performance
and minimize complexity of the control algorithm. This parameters are: sampling time
Ts, prediction horizon Tp, control horizon Tc, number of parametrization parameters m
and weight matrices.

Sampling time

The sampling time Ts determines the rate at which the controller executes the control
algorithm. In many situations, this parameter is given and cannot be chosen; indeed,
it depends on the hardware that hosts the controller. In the particular cases where its
design is available, the choice must be a trade-off between a sufficiently small value to
deal with the plant dynamics (according to Nyquist-Shannon sampling theorem) and a
not too small value to avoid numerical problems and slow computation.

Prediction and control horizon

The prediction horizon Tp determines how far the controller predicts into the future.
Also in this case the choice, always available for the designer, must be a trade-off be-
tween a sufficiently large value to increase the closed-loop stability properties and a not
too large value to avoid reducing the short-time tracking accuracy.

The control horizon Tc is the time after which the input signal is assumed constant. In
other words, it indicates for how many time intervals, along the prediction horizon, the
controller can change the input to obtain the desired behaviour. Then, a small control
horizon involves few computations for the optimization, while a large value determines
an improvement of the performance but at the same time an increase in the algorithm
complexity. Usually, if a polynomial parametrization is used, it is convenient to set
Tc = Tp; otherwise, Tc = Ts.
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Number of parametrization parameters

The parametrization is an operation that transforms a space of infinite dimension into
one of finite dimension equal to m. It was used to overcome the problem of minimizing
a function with respect to a vector with an infinite number of elements, i.e. the input
signal u(·). In general the smaller the parameter m, the smaller the number of decision
variables involved in the optimization and then the lower the complexity of the algo-
rithm. Moreover, a low number of parameters is enough to obtain a satisfactory control
performance. For this reasons, usually m = 1 is chosen.

Weight matrices

The optimization process, that is the minimization of the objective function J, can be
regulated and controlled through the use of three diagonal square matrices Q, P and
R, called weight matrices. Indeed, the tuning of each diagonal element of these matri-
ces, allows to find a suitable trade-off between performances and command activity. In
particular:

• Q is related to the tracking error minimization at each sampling time and then it
regulates the optimization of the system state;

• P is related only to the final term of the tracking error minimization and then it
regulates the optimization of the system output;

• R is related to the command effort minimization and then it regulates the opti-
mization of the input.

As an example, we can consider the matrix Q defined as

Q =


q11 0 . . . 0
0 q22 . . . 0
...

...
. . .

...
0 0 . . . qnn


where n is the system order. Each diagonal element sets a certain weight (or penalty) to
the associated state variable to minimize. The higher the weight value, the more impor-
tance assumes the variable during the optimization process.

The initial choice of matrix values, before adjusting the weights with a trial and error
tuning due to several simulations, can be done according to the following strategy:

Qii =

{
1 in the presence of requirements on xi

0 otherwise

Pii =

{
1 in the presence of requirements on yi

0 otherwise

Rii =

{
1 in the presence of requirements on ui

0 otherwise
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After that, depending on the simulation results and on the system requirements, the
values of Qii, Pii and Rii can be regulated, knowing that:

• an increase of Qii and Pii determines respectively a decrease of xi and yi energy
and then a reduction of oscillations and converging time;

• an increase of Rii determines a decrease of ui energy and then a reduction of com-
mand effort and fuel consumption.

3.7 NMPC properties

3.7.1 Stability

One of the main problems of this control technique is that with a finite prediction and
control horizon, the predicted open and the resulting closed-loop behaviour is in general
different. Consequently, there is no guarantee that the closed-loop system will be stable.
As described above in order to improve the stability properties, a sufficiently large Tp
must be chosen. Then, the most intuitive way to achieve stability is the use of an infinite
prediction horizon. Indeed, in the nominal case feasibility at one sampling instances
also implies feasibility and optimality at the next sampling instances. This follows from
Bellman’s Principle of Optimality [19]: the input and state trajectories computed as the
solution of the NMPC optimization problem at a specific instance in time, are in fact
equal to the closed-loop trajectories of the nonlinear system, i.e. the remaining parts of
the trajectories after one sampling instance are the optimal solution at the next sampling
instance. This fact also implies closed-loop stability.

However, the use of an infinite prediction horizon is impossible from a computational
point of view. For this reason it is necessary to enforce the closed-loop stability using a
finite Tp. The simplest possibility is to add a so called zero terminal equality constraint
at the end of prediction horizon, i.e. to add the equality constraint

x̂(t + Tp, x(t), û) = 0

to optimization problem. This leads to stability of the closed-loop, if the optimal control
problem possesses a solution at t = 0, since the feasibility at one time instance does also
lead to feasibility at the following time instances and a decrease in the value function.
One of the main problem of the zero terminal equality constraint is that the system must
be brought to the origin in finite time. Additionally, from a computational point of view,
an exact satisfaction of a zero terminal equality constraint does require an infinite num-
ber of iterations in the nonlinear programming problem.
In order to overcome the problems due to the use of a zero terminal constraint, the so
called terminal region constraint can be used:

x̂(t + Tp) ∈ Ω

where Ω ∈ Rn is a bounded, closed and connected set. If the terminal region Ω is
suitably chosen, then stability of the closed-loop system can be guaranteed [17].

38



3 – Nonlinear Model Predictive Control

3.7.2 Robustness

In real-world applications, the exact plant model is seldom known. This means that an
approximated model f̂ , ĥ is used for control design, instead of the "true" model f , h (this
holds for any method). In general, this is not a problem since, thanks to the receding
horizon strategy, standard NMPC is inherently robust; this means that it is character-
ized by a good robustness properties. If this property needs to be improved, different
techniques can be implemented:

• min-max NMPC

• H∞ NMPC

• parametrized controller NMPC.

However these techniques are not widely used since they require a high computational
effort and thus cannot be applied to problems where a small Ts is required.
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Chapter 4

Mission scenario for autonomous
guidance and control

This chapter provides a description of the specific mission scenario and strategies used
for the implementation of the autonomous guidance and control. Moreover for each
strategy, a definition of the feasible trajectories, planned to carry out the mission, will
be reported. They will be treated as the reference signals of the control system and will
determine the optimal path to be followed by the satellite. At the end of the chapter, the
main propulsion technologies, used for orbital maneuvers, will be introduced.

4.1 Mission scenario description

In this thesis, since an Earth Observation satellite is considered, the mission scenario
concerns the revisit and monitoring of an event in precise geographical coordinates on
the Earth. The aim is to develop a system which is able to switch the satellite from
remote/GS to autonomous planning when an alert triggers the on-board software; alerts
could be a volcanic explosion or a flooding or human disasters. In this alarm scenario
the satellite, autonomously, should guarantee:

• a fast revisit of the event;

• a persistent monitor of the event;

• the return to the nominal mission.

To obtain the autonomous guidance, two strategy are developed. Each of them is based
on a trajectory planner and a predictive control algorithm. The planner has the pur-
pose of producing trajectories which can guide the satellite from the current/nominal
orbit to the target orbit. Instead, the predictive control algorithm, implemented through
the use of NMPC approach (introduced in Chapter 3), allows to optimize the different
maneuvers to be performed for obtaining the autonomous mission. In particular, it pro-
vides a command input for forcing the satellite to follow, in an optimum way, the same
trajectories defined by the planner.
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4.1.1 NMPC for autonomous guidance and control

As we will see in more detail later, the autonomous guidance consists of a series of incli-
nation changes with respect to the current/initial orbit, i.e. the one traveled by the satel-
lite to carry out the Earth observation mission, to obtain the target/final orbit, i.e. the
one along which the satellite overflies the event. The problem when dealing with orbital
maneuvers, especially in the case of inclination change maneuvers, is that the concept
of impulsive and instantaneous thrust action, called ∆V, is only an abstract approxima-
tion useful for computing the mission budgets and evaluating satellite performances.
However, in the real standard space approach, the ∆V obtained in the ideal case must
be splitted in finite time intervals based on real thruster features. This is a process that
determines an intrinsic decrease of satellite performance and an increase of propellant
budget due to the gravity and misalignments losses. Furthermore, if the process that
splits the thrust is not optimal, the losses can increase. Then, it is necessary to use a
technique which can ensure an optimization of the maneuver profile. From this point of
view, NMPC appears to be a very promising approach for autonomous guidance and,
more in general, for space mission applications. The reasons of its great development
are that this control system allows to:

• determine an optimal solution of the problem in which it is involved;

• consider high prediction horizon (Tp) and sampling time (Ts);

• manage, efficiently, the trade-off between performance and command activity;

• deal with complex linear and non-linear constraints.

One of its applications, in a real space mission, is for controlling the spacecraft during
a rendezvous, using the Clohessy-Wiltshire equations for relative motion between the
chaser and the target.

In this work it will be shown that NMPC provides excellent results also for inclination
changes, that is the maneuvers required for the autonomous guidance.

4.2 Alerts simulation on the spacecraft

As mentioned above, in ’normal’ condition the spacecraft travels the nominal orbit in
order to carry out the mission assigned by the Copernicus Programme. When an alert
occurred, the satellite software is triggered by an alarm that switches the system from
remote/GS to autonomous planning. This scenario can be simulated on MATLAB by an
user interface control, called uicontrol, which allows to create an alarm button. When
it is pressed, the satellite becomes ready to receive the target coordinates and then to
change its mission for obtaining the autonomous guidance. In this thesis, the events
can be both positions just overflown by the satellite and generic positions on the Earth.
Clearly, the further the target is from current satellite position, the more complex are the
maneuvers to apply for accomplishing the different missions.
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To simulate the satellite behaviour before and after alerts on the on-board software and
consequently the switching from remote to autonomous guidance, the following scenar-
ios can be defined on MATLAB

1. nominal scenario: the spacecraft makes its orbit to perform the Earth observation
mission (Figure 4.1)

Figure 4.1. Satellite during nominal scenario before alert

2. alarm scenario: the spacecraft is warned on the presence of an alert from the user
through the user interface button and becomes ready to receive the target coordi-
nates and then to carry out the revisit and persistent monitor missions (Figure 4.2)

Figure 4.2. Satellite during alarm scenario
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4.3 Target orbit definition

When an event occurred and the system switches from remote to autonomous, the satel-
lite must be able to plan trajectories in order to reach the target orbit for a fast revisit, a
persistent monitoring and the return to the nominal orbit. To accomplish these missions,
two different strategies are developed. Both are based on the nominal orbit characteris-
tics of the Sentinel-2. Indeed, in order to obtain Earth observation, the orbit is defined for
a global coverage of the emerged lands between 56° S and 84° N, coastal waters and the
entire Mediterranean Sea. Therefore, the satellite overflies, during the nominal mission,
almost all the coordinates on the Earth, except those nearby the poles (Figure 4.3).

Figure 4.3. Sentinel-2 global coverage

Then, knowing the alert coordinate, by a search algorithm implemented on MAT-
LAB, the target orbit can be found. This algorithm works by applying, for a properly
number of time, a rotation matrix to the current orbit of the satellite. Indeed, its iter-
ative application allows to simulate the Earth rotation effect on the orbit. For sake of
simplicity, the elementary matrix about the z axis can be considered

T1 =

cos α − sin α 0
sin α cos α 0

0 0 1

 (4.1)

where α = 0.4374 rad, is the rotation angle occurred after each period of the orbit equals
to 6015 s.

So, after each T1 application, a new orbit is computed, rotated by an α angle with re-
spect to the previous one, which covers a different Earth area. In this way, all the orbits
for a full Sentinel-2 cycle are obtained; among these, there will also be the target orbit.
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Considering the position, defined in section 4.2, the corresponding target orbit is shown
in Figure 4.4.

Figure 4.4. Target orbit associated to the event in which an alert occurred

4.4 Trajectory planner description

In a generic alarm scenario, the satellite must perform autonomously the required ma-
neuvers to accomplish the three missions described above. The way in which it moves
from the current to the target orbit is determined by the planner, which has the aim to
generate feasible trajectories for guidance optimization.
Its implementation is based, firstly, on understanding in which area of the Earth the
event occurred and its distance from the current satellite position. In order to achieve
this, the Earth’s surface is divided into four portions according to x and z values with
respect to the Geocentric-Equatorial reference frame:

1. x < 0 and z > 0

2. x < 0 and z < 0

3. x > 0 and z < 0

4. x > 0 and z > 0

Figure 4.5 shown the four Earth’s portions.
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Figure 4.5. Earth’s portions

So, knowing the event coordinates and projecting the current satellite position on
the Earth, it is possible to place their geographic locations in one of the four portions
defined above; in this way, the planner can derive the distance between them.
Moreover, in addition to this essential parameter, for the trajectories generation the plan-
ner must consider a main constraint, that is the required time to reach the exact coordi-
nate during the revisit and the monitoring. Generally it is proportional to that required
for the satellite to fulfill a complete orbit during the nominal mission for the Earth ob-
servation, equal to 6015 s. This time, besides being a constraint, can be also seen as an
important parameter for finding the orbit along which the satellite overflies the event.
Indeed, since a certain amount of time elapses between when the alarm triggers the soft-
ware and when the revisit or monitoring mission is completed, due to Earth’s rotation,
there is a coordinate displacement. From this point of view, the orbit found in the pre-
vious section can not be considered, by the planner, as the target orbit to be reached in
order to overfly the event during the revisit or the monitoring mission. The ’true’ target
orbit must be computed starting from that orbit and applying a rotation matrix which
can take into account the angular displacement during the maneuvers. Also in this case,
an elementary matrix about the z axis is used

T2 =

cos β − sin β 0
sin β cos β 0

0 0 1

 (4.2)

where β = 7.2722 · 10−5 rad, is the rotation angle occurred after each second.
Considering the above coordinates, for the first revisit mission the ’true’ target orbit is
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reported in Figure 4.6.

Figure 4.6. Target orbit associated to the event for the first revisit

Depending on the type of mission to be performed, T2 must be applied for a different
number of times; usually, in the revisit this number is greater than in the monitoring. In-
deed, for the revisit mission the alert can be in a generic position of the Earth’s surface.
Then the greater the distance between the current position of the satellite and the coor-
dinate to be overflown, the longer the time to reach the target and the higher the number
of times the matrix T2 must be applied. While regarding the monitor mission, since for
any position the performed maneuvers are always the same, the number of applications
of T2 for each monitoring is fixed.

So summarizing, in the revisit and the monitoring case, the planner must compute the
target orbit, along which the satellite will exactly overfly the event, through the appli-
cation of T2 matrix. For the revisit, since the alert coordinate can be in a generic posi-
tion, the number of times for which T2 must be applied, can not be defined a priori but
changes from time to time. Then also the maneuvers to guide the satellite from current
to target orbit change according to the alert position. Usually, as we will see later, the
revisit mission determines much more sharp maneuvers than the monitoring mission,
since the target could be very far from the current satellite position. The monitoring,
instead, does not depend on the alert coordinate and therefore the number of times for
which T2 must be applied and consequently the maneuvers to be performed are fixed
and always the same. The only variable parameter in this mission, since a persistent
monitoring must be guaranteed, is the number of times for which the event must be
overflown, i.e how long it must be kept under control. Clearly, this is related to the alert
severity.

46



4 – Mission scenario for autonomous guidance and control

Once the monitoring of the event has been completed, the last mission of the autonomous
guidance is the return to the nominal orbit, that is the one defined in the Copernicus Pro-
gramme for the Earth observation. The planner must compute a trajectory which can
bring the satellite exactly back to the starting sun-synchronous orbit in order to ensure
that the Mean Local Solar Time (MLST) at the descending node is 10:30 (am).

4.5 Strategies definition

Once the target orbits, for carrying out the revisit and monitor missions, have been com-
puted, the next step is to define the strategies used to derive the optimal satellite guid-
ance. As previously reported, according to the type of strategy used, the way in which
the planner computes the desired trajectories changes. In this project, two strategies are
considered. Both of them have as main purpose to guide the satellite to the target in the
shortest possible time and with high accuracy. Clearly, as we will in the Chapter 5, this
involves a high command activity and consequently a high fuel consumption.
The two strategies considered are:

1. Quasi-impulsive maneuvers strategy, based on a search of the nodes between
initial and target orbit and on the definition of a trajectory which determines the
orbital changes exactly in one of them.

2. Continuous manuevers strategy, based on the definition of a trajectory that in-
stant by instant, with a continuous change of inclination, guides the satellite from
the current to the target orbit.

These two kinds of strategies are used to carry out the necessary maneuvers for the
realization of the autonomous mission.

4.5.1 Quasi-impulsive maneuvers strategy

The first strategy is based on the concept of nodes, i.e. the intersections between two
orbits. It consists in the application of the same maneuvers performed in the ideal situa-
tion, in which an impulsive and instantaneous ∆V is used for changing the inclination of
the orbit exactly in one of the two nodes. Indeed, since in a maneuver for plan changes
the inclination will be the only orbital parameter that will change, the maneuver must
be performed in a node of the orbit (in the ascending node or in the descending node).
The plane change manuevers carried out not in the nodes will result in the change of the
right ascension of the ascending node (Ω) and then in worse performances. From this
point of view, the idea of the first strategy is to accomplish a search of the nodes between
current and target orbit and then to develop a planner capable of computing a trajectory
which determines the orbital changes exactly in one of them. In order to obtain an opti-
mization of the computed trajectories, an algorithm is developed for searching in which
node is more suitable to implement the inclination change.
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However in real case the application of impulsive maneuver is unfeasible; then, as we
will see in Chapter 5, the NMPC will have the task of obtaining a quasi-impulsive ma-
neuvers with performances quite analogue to the ideal case.
An example of how this strategy determines the autonomous guidance for the first re-
visit mission of the target, considered in the previous sections, is reported in Figure 4.7.

Figure 4.7. Quasi-impulsive maneuvers strategy for first revisit

4.5.2 Continuous maneuvers strategy

In the second strategy the continuous maneuvers concept is developed. It is based on
the definition of a trajectory that, instant by instant, guides the spacecraft with a con-
tinuous change of inclination. This can be obtained by an interpolation between the
initial and target orbit, allowing smooth maneuvers for the orbital change. In this case,
a completely different strategy is considered with respect to the ideal case; indeed the
inclination change is not applied at the nodes, but it is defined through a small orbital
change at each instant of time. As we will see in Chapter 5, this approach can be ad-
vantageous in terms of command activity but at the same time the required ∆V and the
propellant consumption considerably increase; this is due to the gravity and misalign-
ments losses, which determine a performances decrease.
The main reason behind the development of this type of strategy has been to verify if
the NMPC could handle situations where the command input should be applied for
the whole duration of the mission. Indeed the future step will be to develop a strategy
with continuous low-thrust maneuvers, in which the NMPC will be able to carry out
the autonomous guidance in a reasonable time, clearly greater than the time used as a
constraint in the two described strategy, and with a minimum fuel consumption.
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Also for this strategy, the example of the first revisit of the same target, considered pre-
viously, is shown in Figure 4.8.

Figure 4.8. Continuous maneuvers strategy for first revisit

4.6 Space propulsion technologies

Propulsion system is any method used to produce thrust, which is the force that moves
spacecraft and artificial satellite through air and space. Different propulsion systems
generate thrust in different ways, but always through some application of the Newton’s
third law of motion. Space propulsion technologies can be framed in three different cat-
egories: escape propulsion (from Earth surface to orbit), in-space propulsion (in orbit)
and deep space propulsion (from orbit to outer space). The launch vehicles currently
used for escape propulsion rely on very mature technologies, but for in-space and deep
space vehicles, there are prospects of significant technological advances. In this thesis,
since we are dealing with a satellite in Earth Orbit, we will only consider the in-space
propulsion technology.

4.6.1 The rocket equation

The space thruster behaviour follows the basic principle of a rocket: a device that can
apply acceleration to itself using thrust by expelling part of its mass with high velocity
can thereby move due to the conservation of momentum. The mathematical equation
that describes the motion of vehicles based on the above principle is called Tsiolkovsky
rocket equation.
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This equation can be derived, considering the situation described in Figure 4.9.

Figure 4.9. (Left) System of rocket and propellant at time t = 0. (Right) The system an
instant later, after ejection of a small element ∆m of combustion products.

The propellant ejection determines a momentum variation during ∆t that can be
expressed by the Newton’s second law of motion as:

∑ Fi =
P2 − P1

∆t
(4.3)

where P1 is the momentum of the rocket at time t:

P1 = (m + ∆m)V

P2 is the momentum of the rocket and exhausted mass at time t + ∆t:

P2 = m(V + ∆V) + ∆mVe

and Fi is an external force, as for example atmospheric drag or solar pressure.
The velocity of the exhaust Ve in the observer frame is related to the velocity of the
exhaust in the rocket frame ve by (since exhaust velocity is in the negative direction):

Ve = V − ve

Considering dm = −∆m (since ejecting a positive ∆m results in a decrease in mass) and
∑ Fi = 0 (i.e. no external forces), the (4.3) yields:

∆V = ve ln
m0

m1
(4.4)

where:

- ∆V (delta-v) is the maximum change of velocity of the vehicle;

- m0 is the initial mass, including propellant;

- m f is the final total mass without propellant;

- ve is the effective exhaust velocity.
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The parameter ve is related to the thruster specific impulse Isp and to the standard grav-
ity g0, by the following equation:

ve = Ispg0

The Tsiolkovsky rocket equation has been derived by assuming that the body, whose
motion is analyzed, is subject only to the action of the thrust exerted by the motor; it
does not foresee the action of gravitational or aerodynamic forces. So, it would be exact
only for the description of the rocket motion in the vacuum.
However, it can be effectively applied to orbital maneuvers in order to determine how
much propellant is needed to change to a particular new orbit, or to find the new orbit
as a result of a particular propellant burn.

4.6.2 In-space propulsion description

The region beyond Earth gravitational influence, until the Geostationary Earth Orbit
(GEO) at 35.786 km above Earth surface, is defined as in-space. This region harbors
all Earth monitoring systems, such as strategic communications assets, early warning,
Earth observation, navigation, reconnaissance, surveillance and weather. Then, since
we are dealing with a LEO spacecraft, in-space thrusters are considered in the study
of the propulsion systems used for the autonomous mission. In general, their main
functions are: primary propulsion, reaction control, station keeping, precision pointing,
and orbital maneuvering. They divide into three main categories

1. chemichal: solid, liquid and hybrid;

2. cold gas;

3. electric.

Chemical propulsion

Thermodynamic/chemical thrusters are endothermic actuators since they do not need
external power, but they exploit the propellant internal energy through combustion and
chemical reactions. They can provide very high thrust as in the launch vehicles at the
expense of a large ejected mass, since their ejection velocity is limited by the combus-
tion/reaction temperature. Moreover, chemical thrusters are used in ON-OFF mode:
force is delivered along much shorter intervals with respect to the interval between suc-
cessive firing [21]. Then, since the main features are a high thrust capability, good levels
of specific impulse and short ON mode time, they are used for abrupt and rapid maneu-
vers.

As reported in [20], depending on the type of fuel used, the chemical propulsion is di-
vided into

• SOLID FUEL PROPULSION: in a solid rocket fuel grain, all the components required
for vigorous combustion are mixed together and packed into a solid cylinder, as
shown in Figure 4.10, into one substance. Once the combustion starts, it proceeds
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until all the propellant is exhausted. There will be an oxidizer a fuel or some other
solid hydrocarbon and an accelerant. When lit, the fuel grain will burn energeti-
cally, releasing a large volume of hot gases that are used to provide thrust.

Figure 4.10. Solid chemical thrust

• LIQUID FUEL PROPULSION: propellant is comprised of two composites, i.e. fuel
and oxidizer. They are stored separately in tanks in liquid phase and are pumped
into the nozzle combustion chamber where burning occurs. Engine can stop the
combustion and the thrust by turning off propellant flow. Liquid rockets tend to
be heavier and more complex because of the pumps and storage tanks.

• HYBRID PROPULSION: as the name implies, it is a rocket with an engine which
uses rocket propellants in two different phases - one solid and the other either
gas or liquid. It consists of a pressure vessel (tank) containing the liquid oxidiser,
the combustion chamber containing the solid propellant, and a mechanical device
separating the two. When thrust is desired, a suitable ignition source is introduced
in the combustion chamber and the valve is opened. The liquid propellant (or gas)
flows into the combustion chamber where it is vaporized and then reacts with the
solid propellant. Combustion occurs in a boundary layer diffusion flame adjacent
to the surface of the solid propellant.

A kind of chemical thruster, which could be used to achieve the inclination changes for
the autonomous guidance, is the monopropellant hydrazine thruster. The power for
the propulsive reaction and resultant thrust is produced by the decomposition of hy-
drazine (N2H4) as it passes through a catalyst bed. These thrusters can operate in both
steady state and pulse mode over a wide pressure range and are thus ideal for propul-
sion systems operating in blow-down mode. In Table 4.1,some units of monopropellant
hydrazine thruster are reported.

52



4 – Mission scenario for autonomous guidance and control

Thrust range Nominal specific impulse range Nominal mass flow range
(N) (s) (g/s)

1N 0.320÷ 1.1 200÷ 223 0.142÷ 0.447

20N 7.9÷ 24.6 222÷ 230 3.2÷ 10.4

400N 120÷ 420 2080÷ 2155 58÷ 190

Table 4.1. Chemical monopropellant units produced by ArianeGroup [22]

Cold gas propulsion

A cold gas thruster is a propulsive device that uses pressurized inert gas as the reaction
mass. The compressed gas is released through a propelling nozzle to generate a cold jet
thrust. As shown in Figure 4.11, this thruster usually consists of simply a pressurized
tank containing gas, a valve to control its release and a propelling nozzle, and plumbing
connecting them. Because the gas is usually unheated, speed at the throat is low and
very low performance is achieved. For this reason, cold gas propulsion is used for the
following maneuvers/tasks:

• ultra-fine attitude control;

• make-up of solar radiation pressure and other environmental disturbances;

• real time drag-free control;

• formation flying maintenance/keeping/ mutual position control.

Figure 4.11. Cold gas propulsion
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Electric propulsion

Electric propulsion is a technology aimed at achieving thrust with high exhaust veloci-
ties (usually greater than 103 m/s), which results in a reduction in the amount of propel-
lant required for a given space mission or application compared to other conventional
propulsion methods. This characteristic allows electrics rockets to run for a long time
in a continuous mode. However, they generate a thrust of several orders of magnitude
lower than the chemical engines (usually thrust-to-weight ratios not exceed 0.01) due
to the current technological limits in the electrical power available on board the space
probes. Then, since their main features are high fuel efficiency, very high specific im-
pulse but low thrust capability, electric propulsion can be used for softer and longer
maneuvers.

Electric propulsion systems for space use are typically grouped into three families, based
on the adopted acceleration mechanism:

1. ELECTROTHERMAL PROPULSION: the electrothermal category groups the devices
where electromagnetic fields are used to generate a plasma to increase the temper-
ature of the bulk propellant. The acceleration mechanism (thermogasdynamic) is
the same as in chemical propulsion systems: the propellant is led to a high tem-
perature in a suitable space obtained in the thruster (similar to the combustion
chamber) and then is allowed to expand through a nozzle. In this way the thermal
energy supplied to the propellant is converted into kinetic energy and is therefore
transformed into a useful form to generate a thrust. The main difference between
electro-thermal and the chemical propulsion systems consists in the way in which
the thermal energy is supplied to the propellant: in the first, in fact, the gas is
heated or by resistances placed in direct contact with it (Resistojet) or through an
arc electricity produced in the gas by the application of an appropriate potential
difference (Arcjet). In general, performance of electrothermal systems in terms of
specific impulse (Isp) is somewhat modest (500 to 1000 seconds), but exceeds that
of cold gas thrusters, monopropellant rockets, and even most bipropellant rockets.

2. ELECTROSTATIC PROPULSION: in electrostatic thrusters the propellant, after being
ionized, is accelerated mainly by the Coulomb force, i.e. the application of a static
electric field in the direction of the acceleration. The main electric propulsion sys-
tems based on electrostatic acceleration are

• Gridded ion thruster, which uses high-voltage grid electrodes to accelerate
ions with electrostatic forces as shown in Figure 4.12.

• Hall-effect thruster, which is a type of ion thruster in which the propellant is
accelerated by an electric field. It applies a magnetic field to limit the elec-
trons’ axial motion and then uses them to ionize propellant, efficiently accel-
erates the ions to produce thrust, and neutralizes the ions in the plume.
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Figure 4.12. Gridded ion propulsion

3. ELECTROMAGNETIC PROPULSION: electromagnetic devices exploit the Lorentz force
or the effect of electromagnetic fields (where the electric field is not in the direction
of the acceleration) to accelerate the ions.

In recent years, propulsion systems are increasingly used in space mission. For example
gridded ion thrusters are employed in the Artemis, GOCE and BepiColombo missions;
in GOCE, they have the aim to provide real-time drag compensation to allow high ac-
curacy measurement of the Earth gravitational field, while in BepiColombo, gridded
ion thrusters will be used for the cruise to Mercury. Regarding the autonomous guid-
ance, electric propulsion could be implemented in order to obtain greater efficiency of
the consumed fuel; the only disadvantage would be an increase on the time required to
complete the revisit and monitoring mission.

A kind of gridded ion thruster which would be used for the autonomous guidance is
the QinetiQ Electric Propulsion. The main features of two classes of this system are
reported in Table 4.2.

Thrust range Specific impulse Power
(mN) (s) (W)

T5 0.6÷ 25 > 3000 700

T6 30÷ 230 > 4000 5 k

Table 4.2. QinetiQ Kaufman Gridded Ion Engines [23]
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Chapter 5

Simulation environment and results

In this chapter, on the basis of the mission scenario and corresponding strategies previ-
ously discussed, the simulation environment and the most significant results obtained
on autonomous guidance and control will be presented.

5.1 Simulation environment design

To simulate the satellite behaviour during the autonomous mission, Simulink has been
used. It is a software for modeling, simulation and analysis of dynamic systems, closely
integrated with MATLAB.

Figure 5.1 shows the general scheme defined in Simulink for the simulations.

Figure 5.1. Simulation environment on Simulink
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This scheme consists of four main blocks

1. TARGET: in this block the target coordinates are defined.

2. TRAJECTORY PLANNER: it includes the algorithm developed for the implementa-
tion of the corresponding strategy used for producing the desired trajectory.

3. SPACECRAFT DYNAMICS: this block contains the plant, i.e. a detailed description
of the system through the use of state space representation.

4. NMPC LAW: the predictive control algorithm is implemented in this block.

In order to have a complete overview about how the simulation environment has been
modeled, an accurate description of each block is reported below. Moreover, eventually,
also disturbances and errors, considered in the control scheme, will be described.

5.1.1 Target block

As stated in Chapter 4, the strategies for autonomous guidance have been implemented
considering alerts both in coordinates just flown over by the satellite and in generic
positions on the Earth. In this block the target coordinates are reported. On the basis
of them, the strategy implemented for carrying out the revisit and monitoring missions
and the predictive control parameters tuning change.

5.1.2 Trajectory planner block

The planner has the aim to produce trajectories which can guide the satellite from the
current/nominal orbit to the target orbit. The way in which these trajectories are de-
fined depends on the kind of strategy used. In Chapter 4, the following ones have been
presented:

1. Quasi-impulsive manuevers strategy.

2. Continuous maneuvers strategy.

So, in this block an algorithm is developed in order to implement the planner tasks; in
particular, on the basis of the considered strategy, it contains all the steps required for
the derivation of the trajectories. Among these, the main ones are:

• application of T1 matrix for computing the orbit along which the satellite should
observe the alert;

• application of T2 matrix for considering the Earth rotation effect on the alert and
then for finding the ’true’ target orbits for revisit and monitoring;

• derivation of the reference trajectories for the fulfillment of the mission according
to the chosen strategy.

Note that the reference trajectories are signals consist of position vectors r ∈ R3, defined
instant by instant, which the satellite should meet during the autonomous mission. The
reference signal yr can be seen as the merger of the trajectories computed for the revisit,
monitoring and return missions.
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5.1.3 Spacecraft dynamics block

To simulate the Sentinel2 behaviour, a model can be defined as a mathematical descrip-
tion of physical properties of the system; usually this description is in terms of state
space representation, i.e. a set of first order differential equations of the form:

ẋ(t) = f [x(t), u(t); t]
y(t) = h[x(t), u(t); t]

In Chapter 2, for the satellite orbit computation the free restricted two-body equation
has been used:

r̈ + µ
r
r3 = 0 (FR2B)

Starting from this equation, two first order differential equations has been defined:

ṙ = v (5.1)

v̇ = −µ
r
r3 (5.2)

Finally, through a numerical integration, position and velocity values at each instant of
time have been obtained.

If (FR2B) can be used to simulate, with a fair degree of accuracy, the satellite orbit, it
is no longer suitable when, for the plant block, a detailed description of the spacecraft
dynamics is required. Indeed NMPC performances are related to the model’s ability to
accurately describe the system to be controlled, since it adjusts the command input also
taking into consideration the plant output. For this reason, it is necessary to introduce a
new spacecraft model.

Orbit perturbations

Orbital dynamics is based on celestial mechanics, in particular on the Kepler’s laws,
which are empirical laws describing the motion of a body in unperturbed planetary
orbits, and on the Newton’s laws, which are general physical laws that imply the Kepler
laws. Then, since the free restricted two-body equation has been derived on the basis of
these laws, it can be used only to describe non-perturbed orbit, called Keplerian orbits.
A satellite in a real orbit, instead, is subject to perturbations:

• gravity potential harmonics perturbing the central force, due to an irregular mass
distribution of planets (e.g. Earth polar flattening);

• third-body forces like those due to the Sun or Moon gravity;

• aerodynamic forces due to the residual atmosphere and wind at low-Earth orbits;

• solar/cosmic radiation;

• others, such as Earth radiation and tides, and spacecraft thermal radiation.
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Since the Sentinel2 is in a low Earth orbit (LEO), among the perturbations reported
above, drag is the most significant disturbing force. This perturbation can be modeled
through the following equation:

Fd = −1
2

ρCDS|vrel |vrel (5.3)

where

- ρ is the local atmospheric density;

- CD, is the drag coefficient;

- S, is the spacecraft area projected along the direction of motion;

- vrel , is the relative velocity of the spacecraft with respect to the atmosphere; as-
suming a negligible atmospheric velocity, vrel

∼= v.

Moreover, the atmospheric density can be written by means of the barometric equation:

ρ(r) = ρ0 · exp
(
− r− r0

H

)
where ρ0 is the reference density, r0 the height, H the scale height coefficient, while r is
the distance from the planet center of mass.

Spacecraft model

To obtain an accurate and realistic model of the spacecraft, in addition to non-Keplerian
perturbations, the mass variation due to firing of the engines must be take into account.
It can be expressed through the classical Tsiolkovsky rocket equation:

m f = m0 · exp
(
−∆v

ve

)
(5.4)

where m f is the mass at the end of the maneuver and m0 is the initial mass.

After disturbances and mass variation have been defined, the next and final step is to
introduce the model to be used in the simulation environment. It consists of a nonlinear
MIMO system with seven state variables: six states (three position and three velocities)
define the satellite motion and one state describes the change in mass due to propellant
consumption during the manuevers. So the resulting spacecraft (S/C) model is:

r̈ = v

v̈ = −µ
r
r3 +

1
m
(Fd + d + u)

m̈ =

{
0 u = 0
−µ/ve u /= 0

Fd = −1
2

ρ CD S v v, ρ = ρ0 exp
(
− r− r0

H

)
u = 0 if m ≤ mb

(5.5)
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where

- x = (r, v, m) ∈ R7: state;

- u ∈ R3: command input;

- Fd, d ∈ R3: disturbances;

- y: output to control, that in the autonomous guidance it is the physical trajectory.

The quantities, which define the S/C model, can be divided in

• VARIABLES → (r, v): S/C position and velocity, u: rocket thrust, Fd: atmosphere
drag, ρ: atmosphere density, d: other disturbances, m: S/C mass (body + propellant)

• PARAMETERS → µ: gravitation parameters, CD: drag coefficient, H: scale coeffi-
cient, S: S/C projected area, ρ0 and r0: reference density and height, ve: effective
exhaust velocity, mb: body mass.

In Table 5.1 the parameters, which characterized the Sentinel-2 model, are reported.

Spacecraft Parameters

Gravitation parameter µ 4× 105 km3 s−2

Drag coefficient CD 1

Scale coefficient H 8 km

S/C projected area S 12 m2

Reference density ρ0 1.22 kg m−3

Body mass mb 1016 kg

Table 5.1. Sentinel-2 parameters

Note that the effective exhaust velocity ve is not indicated in Table 5.1; indeed, it
changes based on the type of strategy used for the autonomous guidance.

5.1.4 NMPC law block

The NMPC law block includes the predictive control algorithm, that is the technique
used to optimize the satellite maneuvers during the inclination changes. Its implemen-
tation requires the definition of:
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• a prediction model;

• state and input constraints;

• the polynomial input parametrization m;

• sampling time (Ts), prediction (Tp) and control (Tc) horizon;

• weight matrices Q, P and R;

• tracking error tolerances;

• initial conditions of the system, i.e. x0 = [r0, v0, m0].

Among the items indicated above, prediction model, state constraints, and polynomial
input parametrization remain unchanged and then they can be described a-priori with-
out considering a specific situation. While since the other parameters change according
to the mission scenario or strategy used, their design will be defined in section 5.2 when
different cases will be taken into account.

Prediction model

For the prediction model a simplified and approximate version of (5.5) is used, not ac-
counting for disturbances and mass variation during the prediction interval:

r̈ = v

v̈ = −µ
r
r3 +

u
m

m̈ = 0

(5.6)

As seen in Chapter 3, it is important to use an approximate model which simplifies
the description of the system, in order to increase the velocity of the prediction and
optimization algorithm, but at the same time does not neglect the main features of its
dynamics.

State constraints

On states, the following nonlinear constraint is considered:

Xc = {x ∈ R7 : ‖x(1 : 3)‖ ≥ 1.05RE} (5.7)

where RE is the Earth mean radius and x(1 : 3) is the state vector corresponding to the
satellite position r. This constraint ensures that the S/C does not crash on Earth.

Polynomial input parametrization

The parametrization is an operation that transforms a space of infinite dimension into
one of finite dimension equal to m. In general the smaller the parameter m, the lower the
complexity of the algorithm. Since a low number of parameters is enough to obtain a
satisfactory control performance, as polynomial input parametrization m = 1 is chosen.
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5.1.5 Disturbances and errors

In the control scheme some perturbations are considered and simulated as random sig-
nals with zero mean and standard deviation (std) given as follows

• disturbances: std(d(t)) = 10−4 kg · km/s2;

• measurement errors w = (wr, wv, wm):

– position: std(wr(t)) = 10−6 km;

– velocity: std(wv(t)) = 10−8 km/s;

– mass: std(wm(t)) = 10−6 kg.

5.2 Simulation of the implemented strategies and obtained re-
sults

Considering a generic scenario, the S/C must perform autonomously the required ma-
neuvers for visiting the point where an alert is triggered, in a time close to one orbit
period. The further step is to persistent monitoring the target. Depending on the alert
severity, the number of target inspection can change; in this work only one monitoring
is considered. When the alert is over, the satellite must return to the nominal orbit. The
main mission constraint is the required time to reach the coordinates. All the maneuvers
are obtained through an algorithm able to generate trajectories for driving the satellite
from the current orbit to the one whose ground track crosses the target. The definition
of these trajectories is related to the type of strategy used: the first one is based on quasi-
impulsive maneuvers, while the other on continuous maneuvers. In the first strategy,
the S/C covers the initial orbit up to the node; then, after the node, the target orbit is
followed. In the second strategy, the trajectory is obtained as an interpolation between
the two reference orbits. In both the missions, the target orbit can be defined, thanks to
the Sentinel-2 orbit characteristics, as a plane change of the nominal orbit.
Once that the different trajectories are computed, they are merged in a single signal
which is used as the reference into the NMPC loop. The aim is to generate a control in-
put which forces the satellite to follow the optimal trajectories defined in the reference.

To highlight the NMPC performances in comparison with the ideal and manual ap-
proaches, the main parameters characterizing the S/C orbit are analyzed considering
three different cases according to the distance between the coordinates, in which the
alert occurred, and the current position of the satellite:

1. coordinates just flown over by the satellite;

2. coordinates near the current area which is overflying by the satellite during the
Earth observation mission;

3. coordinates far from the current area which is overflying by the satellite during the
Earth observation mission.
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Usually, as we will see, the revisit and return missions are more expensive than moni-
toring mission, because the alert can be in a generic coordinate on the Earth surface.

5.2.1 Quasi-impulsive maneuvers strategy

In the quasi-impulsive strategy, the autonomous guidance is implemented through the
application of the same maneuvers performed in the ideal situation, in which an im-
pulsive and instantaneous ∆V is applied in order to change the inclination of the orbit
exactly in one of the two nodes with the best possible performances. However in the
real case this type of maneuver is unfeasible since the thrust budget cannot be delivered
in an infinitesimal time interval. Then, the idea is to use the NMPC for obtaining an
optimal quasi-impulsive maneuver with performances analogue to the ideal case.

In order to obtain the best NMPC configuration, which can handle and optimize non-
impulsive maneuvers, several trial and error simulations have been executed. The tun-
ing procedure is related to the choice of the sampling time Ts, prediction horizon Tp,
control horizon Tc, the weight matrices Q, P and R, the tracking error tolerance and the
input constraints. Table 5.2 shows the design parameters chosen to guarantee a satisfac-
tory trade-off between performances requirements.

NMPC Parameters

Sampling time Ts 50 s

Prediction horizon Tp 500 s

Control horizon Tc 500 s

Q weight matrix 0I3

P weight matrix 100I3

R weight matrix 1000I3

Position tolerance [1,1,1]T km

Input upper bound +TMAX

Input lower bound −TMAX

Table 5.2. NMPC parameters for quasi-impulsive strategy

The identity matrices of Q and P are constituted of three rows since the reference
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signal is defined as the trajectories produced by the planner, i.e. the sets of position vec-
tor r ∈ R3 (as described in section 5.1.2). Also the weight matrix R ∈ R3×3, since the
command input is a vector of three elements. The values of matrix R are greater than
those of matrix P since in this type of strategy the most important parameter to optimize
is the fuel consumption; indeed, the goal is to obtain values quite analogue to the ideal
ones. However the values of matrix P are very high, as the converging time to the target
orbit is still an important parameter in the quasi-impulsive strategy. As far as concerned
the prediction horizon Tp, a value of about a tenth of the orbital period was chosen. This
allows the NMPC to increase the closed-loop stability properties and to know in ad-
vance the orbital changes. Moreover since Tp is not so high, the NMPC can react quickly
enough to the inclination changes to implement at the nodes. The control horizon Tc is
chosen equal to Tp, while the sampling time Ts is an order of magnitude lower than Tp.
Indeed, since the satellite dynamics is not fast, values of tens of seconds can be assigned
to Ts. In this way, numerical problems and slow computation are avoided. Other pa-
rameters setted for the NMPC design are the position tolerances; they define how much
the predictive algorithm can ’fail’ in producing the optimized trajectory with respect
to the reference one. Regarding the input upper/lower bounds, they are related to the
specific mission, i.e. to the distance between alert and current position of the S/C, and
to the type of space propulsion used for the realization of the autonomous guidance;
note that TMAX represents the maximum thrust supplied by the engine. In Table 5.2, the
initial conditions of the system are not indicated. Indeed they do not represent NMPC
parameters, to be designed to optimize the control algorithm, but they define the condi-
tions from which to start the simulation of the autonomous guidance. Then, their values
will be indicated for each simulated situation. The last parameter to set is the effective
exhaust velocity. For quasi-impulsive strategy ve = 21 km s−1 is chosen. Once all the
parameters have been designed, the simulated results are shown, considering different
alert positions.

Alert in coordinates just overflown by the satellite

This is the simplest situation to analyze as the orbit, required to overfly the correspond-
ing target, is exactly the nominal one, i.e. the orbit on which the satellite is travelling.
Then in this case, the application of T1 matrix is not required. An example of this type
of situation is reported in Figure 5.2.

For carrying out the revisit mission, the current satellite orbit must be rotated, through
the application of T2 matrix, for taking into account the angular displacement during the
maneuvers. A similar procedure can be used to find the target orbit for the monitoring
mission. Then an alarm in a coordinate just flown over by the satellite can be considered
the simplest situation, indeed

• the procedures for obtaining the revisit and monitoring missions are quite similar;
this means less fuel consumption

• the search algorithm for finding the target orbit is useless since it can be associated
with the current orbit of the satellite; this mean less computational cost.
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But simple does not means non-realistic; indeed this can be the most common scenario,
with respect to an alert in a generic position, if the satellite is able to detect, through the
acquired images, some anomalous event.

Figure 5.2. Alert in a position just overflown by the satellite

Figure 5.3 shows the trajectory produced by the planner for the realization of revisit
and monitor missions.

Figure 5.3. Reference trajectory for the revisit and monitoring missions

In order to highlight how this strategy operates, in Figure 5.4 the reference trajectory
is divided in three sub-trajectories. As can be seen, the transfer from the initial orbit to
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the target one always occurs near the node; in an ideal situation, i.e. with the possi-
bility of generating instantaneous and impulsive ∆V, this guarantees the best possible
performances, as gravity and misalignments losses are avoided.

Figure 5.4. Nominal-revisit and revisit-monitoring orbital changes

When the monitor mission is over, the planner has to produce the required trajectory
for returning to the the nominal orbit (Figure 5.5).

Figure 5.5. Monitoring-nominal orbital change for return mission

The procedure is the same as the other two missions; the nodes between the moni-
toring orbit and the nominal one are searched in order to carry out the orbital change in
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one of them. It should be noted that the exact return to the initial orbit allows to pre-
serve the sun-synchronous features of the Sentinel-2 orbit, in particular the Mean Local
Solar Time (MLST) at the descending node equals to 10 : 30 am. Once the trajectories are
produced, they can be used as the reference for the NMPC, which has the main aim to
produce a control input for forcing the satellite to follow the planned trajectories. Before
to execute the NMPC, the input upper/lower bounds and the initial conditions have to
be indicated

• TMAX = 11 kN, then:

– input upper bound=+11 kN

– input lower bound=−11 kN;

• initial conditions:

– r0 = [−5.9756, 3.4753, 1.8555] · 103 km

– v0 = [−1.0736, 1.9665, −7.1324] km/s

– m0 = 2200 kg.

It should be noted that m0 defines the initial mass of the S/C, that is body + propellant;
since the dry mass of the satellite is 1016 kg, the fuel available for the completion of the
mission is 1184 kg.

The results produced by the NMPC, designed with the parameters indicated in Table 5.2,
are presented in the Figures 5.6, 5.7, 5.8 :

Figure 5.6. NMPC optimized trajectory for revisit mission
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Figure 5.7. NMPC optimized trajectory for revisit and monitoring missions

Figure 5.8. NMPC optimized trajectory for return missions

In Figure 5.9 the optimum quasi-impulsive maneuvers produced by the NMPC for
the revisit and monitoring autonomous guidance are shown .
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Figure 5.9. Non-impulsive NMPC maneuvers near the nodes

As can be seen, the NMPC is able to carry out the revisit and monitoring missions
with continuous maneuvers applied to the satellite for times longer than 1000 s; although
the orbital changes are not instantaneous, the required time constraints to overfly the
targets are still respected. For this situation, since the maneuvers for carrying out the
autonomous guidance are not so sharp, it is possible to simulate a manual guidance. In
this way, a comparison between standard mission planning designed on ground and au-
tonomous mission planning designed through NMPC technique can be presented. The
manual mission is obtained through the application of the maximum thrust used for ac-
complishing the autonomous guidance, that is TMAX = 11kN. As in the quasi-impulsive
strategy, also for this manual approach the maneuvers for orbital changes are not instan-
taneous and they are applied when the S/C is near to the node. The idea is to consider
the same situation of the autonomous case, in order to evaluate the differences between
the two methods. Clearly, in the manual planning the obtained orbit is not exactly the
desired orbit, that is the target one, as there are small errors especially for the eccentric-
ity; this is due to not so high accuracy of this approach. While, using the NMPC, the
S/C is guided perfectly and autonomously on the target orbit.

In Figures 5.10 and 5.11 the main performances characterizing autonomous guidance
for the above alert, are plotted. In particular in Figure 5.10 the NMPC propellant con-
sumption is compared both with the manual case and with ideal case, which expects
the best performance possible; indeed, as mentioned before, in the ideal situation the
orbital changes are performed through impulsive and instantaneous maneuvers. In the
Figure 5.11, instead, NMPC and manual performances are compared in terms of ∆V
required to accomplish the mission.
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Figure 5.10. Satellite Mass Variation Comparison
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Figure 5.11. ∆V comparison

The simulated results in Figure 5.10 show that the NMPC strategy is almost able to
reproduce the same performance of the ideal case, with a small worsening due to the
engines action delivery in a finite but small amount of time (few minutes). However
the application of impulsive and instantaneous ∆V are unfeasible in real application.
Then, more significant and consistent results can be obtained if autonomous guidance
is compared with the standard manual approach. In this case with NMPC approach
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better performances are achieved both for the used ∆V to performed the maneuvers and
for the propellant consumption. In Tables 5.3, 5.4 and 5.5 the performances of NMPC
strategy, ideal approach and standard mission planning are summarized, reporting also
the required time for the revisit and the monitoring missions.

Fuel Consump. Fuel Consump. Fuel Consump.
Revisit (kg) Monitoring (kg) Return (kg)

Ideal Maneuvers 316.7 278.3 417.3
Quasi-Impulsive Maneuvers 332.4 292.8 436.5
Manual Maneuvers 360.5 317.1 452.5

Table 5.3. Fuel consumption of the proposed approaches

∆V Revisit ∆V Monitoring ∆V Return
(km/s) (km/s) (km/s)

Ideal Maneuvers 3.2635 3.3577 6.3234
Quasi-Impulsive Maneuvers 3.4403 3.5803 6.8159
Manual Maneuvers 3.7583 3.9727 7.4069

Table 5.4. Required ∆V for the completion of the mission

Revisit Time Monitoring Time
(s) (s)

Ideal Maneuvers 5835 5955
Quasi-Impulsive Maneuvers 5836 5955
Manual Maneuvers 5838 5960

Table 5.5. Time for revisit and monitor the target

It can be noted that with the NMPC there is a fuel saving of about 70 kg with respect
to the manual approach; also the required ∆V is less in the autonomous guidance and
control. Moreover the performance of the manual mission planning get worse if the or-
bital changes become more sharp, as can be seen for the return mission.

In addition, in Figure 5.12 the control action produced by the NMPC is shown; this
plot is useful to describe how the NMPC works for obtaining a command activity in the
range defined by the user, that in this case is between −11 kN and +11 kN.
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Figure 5.12. Quasi-Impulsive Maneuvers Control Action

Finally, the errors on orbital parameters are shown in Figure 5.13 in order to evaluate
the effectiveness of the controller. Note that a greater simulation time is considered for
highlighting the tracking error performances of the NMPC.
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Figure 5.13. Tracking Error in Terms of Orbital Parameters.
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Alert near the current area flown over by the satellite

In this case a generic alert, occurred in coordinates near the area which the satellite is
flying over during the Earth observation mission, is considered. This means that the
maneuvers, required to perform the revisit and return are not much more sharp with
respect to those obtained in the previous situation. An example of this type of alert is
reported in Figure 5.14.

Figure 5.14. Alert near the current satellite position

Once the coordinates in which the alert occurred has been defined, since it is located
in a generic position on the Earth, the corresponding orbit along which the satellite can
observe the event must be computed. To get it, the search algorithm defined in Chapter 4
has to be used. It works applying the T1 rotation matrix for the properly number of time.
The resulting orbit is shown in Figure 5.15.

Figure 5.15. Resulting target orbit
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However the computed orbit is not the revisit target orbit; indeed, since a certain
amount of time elapses between when the alarm triggers the software and when the
revisit or monitoring mission is completed, due to Earth’s rotation, there is a coordinate
displacement. It can be taken into account through the application of T2 matrix. The
target orbit required for the fast revisit of the event is reported in Figure 5.16.

Figure 5.16. Orbit for the revisit mission

A similar procedure can be used to find the orbit for the monitoring mission. Once
the target orbits are computed, the planner can produce the required trajectory for the
realization of the autonomous guidance as shown in Figure 5.17.

Figure 5.17. Reference trajectory for the revisit and monitoring missions
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When the monitor mission is over, the planner has to produce the required trajectory
for returning to the the nominal orbit. Then the results of the planner can be used as
the reference for the NMPC. The input upper/lower bounds and the initial conditions,
different than the before situation, are

• TMAX = 14 kN, then:

– input upper bound=+14 kN
– input lower bound=−14 kN;

• initial conditions:

– r0 = [−4.2398, 1.7129, 5.5049] · 103 km
– v0 = [−4.5279, 3.7209, −4.6435] km/s
– m0 = 2600 kg.

The initial mass and the maximum thrust are greater than the previous situation, since
the maneuvers for revisit and return are more sharp. The results produced by the NMPC
for the revisit and monitoring missions are shown in Figure 5.18.

Figure 5.18. NMPC optimized trajectory for the revisit and monitoring missions

As can be seen, the NMPC is able to carry out the revisit and monitoring missions
with continuous maneuvers applied to the satellite. Also for this situation the main per-
formances characterizing autonomous guidance and control are compared with ideal
and manual approaches in order to evaluate whether the results found in the previ-
ous case are confirmed or not. In Figure 5.19 the fuel consumption characterizing au-
tonomous guidance, ideal and manual cases are plotted, while in Figure 5.20 NMPC
and manual approaches are compared in terms of required ∆V.
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Figure 5.19. Satellite mass variation comparison
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Figure 5.20. ∆V comparison

The results found in the previous situation are also supported in this case where a
target in a generic position on the Earth is considered; indeed Figure 5.19 shown that
NMPC produces better performances than the manual approach and nearly the same
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ideal level as the impulsive strategy. This means that the optimum profile produced by
NMPC, in order to accomplish the autonomous guidance, does not degrade with the
increasing complexity of the maneuvers to be performed. The results in Tables 5.6, 5.7
and 5.8 confirm what is reported in the previous graphs.

Fuel Consump. Fuel Consump. Fuel Consump.
Revisit (kg) Monitoring (kg) Return (kg)

Ideal Maneuvers 566.9 300.4 552.3
Quasi-Impulsive Maneuvers 602.5 309.9 569.7
Manual Maneuvers 638.9 337.9 581.6

Table 5.6. Fuel consumption of the proposed approaches

∆V Revisit ∆V Monitoring ∆V Return
(km/s) (km/s) (km/s)

Ideal Maneuvers 5.1655 3.3569 8.0603
Quasi-Impulsive Maneuvers 5.5363 3.5402 8.6493
Manual Maneuvers 5.9263 3.9684 9.3178

Table 5.7. Required ∆V for the completion of the mission

Revisit Time Monitoring Time
(s) (s)

Ideal Maneuvers 6244 5955
Quasi-Impulsive Maneuvers 6245 5955
Manual Maneuvers 6248 5960

Table 5.8. Time for revisit and monitor the target

For this generic alert, with NMPC approach there is a fuel saving of about 80 kg and a
reduction of the required ∆V of more than 8% with respect to the manual one. Moreover
in Table 5.7, it should be noted that the manual simulated mission planning determines
an increase in the amount of ∆V used when the required maneuvers for orbital changes
become more sharp, as already seen in the previous case.

In Figure 5.21 the control action produced by the NMPC is shown.
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Figure 5.21. Quasi-Impulsive Maneuvers Control Action

Finally, the errors on orbital parameters are reported in Figure 5.22 in order to eval-
uate the effectiveness of the controller.

Figure 5.22. Tracking Error in Terms of Orbital Parameters.
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Alert far from the current satellite position

In this last case an alert, occurred in coordinates far from the current area flown over by
the satellite, is considered. An example of this type of alert is reported in Figure 5.23.

Figure 5.23. Alert in coordinates far from the current satellite position

As can be seen, the target is located in an Earth’s portion opposite to the current po-
sition of the satellite. Then the maneuvers, required to perform the autonomous guid-
ance and control, can be more sharp than the previous situations. For this reason, the
maximum thrust and the satellite initial mass are greater than the previous alert. In
particular:

• TMAX = 16 kN, then:

– input upper bound=+16 kN

– input lower bound=−16 kN;

• initial conditions:

– r0 = [−4.2398, 1.7129, 5.5049] · 103 km

– v0 = [−4.5279, 3.7209, −4.6435] km/s

– m0 = 2800 kg.

The results produced by the NMPC for the revisit and monitoring missions are shown
in Figure 5.24.
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Figure 5.24. NMPC optimized trajectory for the revisit and monitoring missions

In Figure 5.25 the fuel consumption characterizing autonomous guidance for the
above alert, are plotted and compared only with ideal case.
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Figure 5.25. Satellite mass variation comparison

Also in this last situation, where the maneuvers for accomplishing the revisit, mon-
itoring and return missions are very sharp, the NMPC can guarantee nearly the same
optimality level as the ideal impulsive strategy. This means that the optimization pro-
cess is not affected by mission complexity.
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5.2.2 Continuous maneuvers strategy

This strategy is based on the definition of a trajectory that instant by instant guides
the spacecraft with a continuous change of inclination, obtained by an interpolation be-
tween the initial and target orbit, allowing to perform smooth maneuvers. In this case,
a completely different strategy is considered with respect to the ideal situation; indeed
the inclination change is not applied at the nodes, but it is defined through a small or-
bital inclination at each instant of time. This approach can be advantageous in terms of
command activity but at the same time the ∆V required and the propellant consump-
tion considerably increase. As already mentioned in Chapter 4, with this approach the
NMPC performances, in case of application of the control input continuously through-
out the mission, can be analyzed and exploited for the development of a future low-
thrust maneuver strategy.

As in Subsection 5.2.1, also in this case the best NMPC configuration is obtained through
a trial and error procedure. Table 5.9 shows the design parameters chosen to guarantee
a satisfactory trade-off between performances requirements.

NMPC Parameters

Sampling time Ts 50 s

Prediction horizon Tp 800 s

Control horizon Tc 800 s

Q weight matrix 0I3

P weight matrix 1000I3

R weight matrix 100I3

Position tolerance [1,1,1]T km

Input upper bound +TMAX

Input lower bound −TMAX

Table 5.9. NMPC parameters for continuous strategy

The values of matrix P are greater than those of matrix R since in this type of strat-
egy, unlike the quasi-impulsive one, the most important parameter to optimize is the
converging time, instant by instant, to the reference trajectories. However the values of
matrix R are very high, as the fuel consumption is an important parameter especially
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because with a continuous autonomous guidance the gravity and misalignments losses
are greater than the ideal and quasi-impulsive approaches. As far as concerned the pre-
diction horizon Tp, an higher value than the quasi-impulsive strategy is chosen in order
to improve the closed loop stability and to have a broad view of the reference trajectory.
Regarding the input upper/lower bounds, they are related to the specific mission, as
well as the initial condition of the system. For this reason they will be indicated for each
simulated situation.

The last parameter to set is the effective exhaust velocity. For this type of strategy ve =
25 km s−1 is chosen. In continuous maneuvers approach the exhaust velocity must be
higher than the previous strategy, since orbital inclination changes applied continuously
at each instant of time required an higher specific impulse. Once all the parameters have
been designed, the simulated results are shown, considering the same alert positions of
quasi-impulsive strategy.

Alert in coordinates just overflown by the satellite

Figure 5.26 shows the trajectory produced by the planner for the realization of revisit
and monitor missions.

Figure 5.26. Reference trajectory for the revisit and monitoring missions

It should be noted that this strategy defines the reference trajectory as an interpola-
tion between the initial and final orbits. In order to highlight this concept, in Figure 5.27
is reported also the part of the trajectory not shown in the previous figure.
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Figure 5.27. Other view of the reference trajectory for the revisit and monitoring missions

Once the trajectories are produced, they can be used as the reference for the NMPC,
which has the main aim to produce a control input for forcing the satellite to follow the
planned trajectories. Before to execute the NMPC, the input upper/lower bounds and
the initial conditions have to be indicated

• TMAX = 4 kN, then:

– input upper bound=+4 kN

– input lower bound=−4 kN;

• initial conditions:

– r0 = [−5.9756, 3.4753, 1.8555] · 103 km

– v0 = [−1.0736, 1.9665, −7.1324] km/s

– m0 = 2200 kg.

With this strategy the required thrust is lower than quasi-impulsive one, since it is based
on small and continuous inclination changes. However, this leads to a worsening of
performance in terms of fuel saving. The results produced by the NMPC, designed with
the parameters indicated in Table 5.9, are presented in Figure 5.28.
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Figure 5.28. NMPC optimized trajectory for the revisit and monitoring missions

The NMPC is able to carry out the revisit and monitoring missions even if the ma-
neuvers for the orbital changes are not applied in a quasi-impulsive way to the node,
but through continuous and small inclination changes for the whole duration of the
mission. In order to evaluate the performances produced by the NMPC technique, they
are compared with the ideal and manual approaches as done in the previous strategies.
In particular, in Figure 5.29 the fuel consumption characterizing autonomous guidance,
ideal and manual cases are plotted.
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Figure 5.29. Satellite Mass Variation Comparison
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The simulated results in Figure 5.29 show that, with a continuous strategy, the NMPC
not only fails to guarantee the same optimality level of the ideal impulsive strategy, but
also produces worse performances than the manual approach. This worsening, with
respect to the quasi-impulsive strategy, is due to the fact that the maneuvers are com-
pletely performed outside the region of optimality and then many misalignments and
gravity losses are introduced. The results in Tables 5.10, 5.11 and 5.12, in which also a
comparison of the required ∆V is reported, confirm this worsening in the performances.

Fuel Consump. Fuel Consump. Fuel Consump.
Revisit (kg) Monitoring (kg) Return (kg)

Ideal Maneuvers 269.2 242.7 377.3
Continuous Maneuvers 352.9 301.2 419.5
Manual Maneuvers 307.1 278.1 414.1

Table 5.10. Fuel consumption of the proposed approaches

∆V Revisit ∆V Monitoring ∆V Return
(km/s) (km/s) (km/s)

Ideal Maneuvers 3.2635 3.3577 6.3234
Continuous Maneuvers 4.3720 4.4499 7.9141
Manual Maneuvers 3.7583 3.9727 7.4069

Table 5.11. Required ∆V for the completion of the mission

Revisit Time Monitoring Time
(s) (s)

Ideal Maneuvers 5835 5955
Continuous Maneuvers 5840 5980
Manual Maneuvers 5838 5960

Table 5.12. Time for revisit and monitor the target

It should be noted that NMPC technique determines also greater ∆V and times for
revisit and monitoring than manual mission planning.

In Figures 5.30 and 5.31 the control action and the corresponding ∆V are reported.
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5 – Simulation environment and results

Figure 5.30. Continuous Maneuvers Control Action
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Figure 5.31. Required ∆V for continuous maneuvers

These figures highlight even more the continuous action produced by the NMPC; in-
deed, both the command and the ∆V are applied for the whole duration of the mission.
This results in a reduction of the maximum required thrust, but produces worsening
both in the fuel consumption and in the total required ∆V.

Finally, the errors on orbital parameters are shown in Figure 5.32 in order to evaluate
the effectiveness of the controller.
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5 – Simulation environment and results
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Figure 5.32. Tracking Error in Terms of Orbital Parameters.

Alert near the current area flown over by the satellite

Considering the same alert of the quasi-impulsive strategy, the optimized trajectory pro-
duced by the NMPC for the revisit and monitoring missions are shown in Figure 5.33.

Figure 5.33. NMPC optimized trajectory for the revisit and monitoring missions
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5 – Simulation environment and results

As can be seen, the NMPC can handle the optimization operation continuously for
the whole duration of the mission, producing an optimized trajectory which is able to
guide the satellite exactly on the alert coordinate.

Alert far from the current satellite position

Also for this alert, only the trajectory produced by the predictive control is considered
and reported in Figure 5.34.

Figure 5.34. NMPC optimized trajectory for the revisit and monitoring missions

88



Chapter 6

Conclusions

In this thesis, an autonomous guidance and control approach for Earth observation, al-
ternative to the standard space mission planning made on ground, has been presented.
In particular, the aim of the project has been to develop an autonomous system, based
on Nonlinear Model Predictive Control (NMPC) technique, with the ability to plan its
motion trajectories for the monitoring of generic coordinates on the Earth, in which an
alert occurred. As case study, the ESA Sentinel-2 mission has been considered.

First of all, the nominal orbit of the satellite has been simulated by the use of orbital
elements and the integration of the classical two-body equation.

Therefore, the trajectory planner has been implemented. Its goal has been to produce
feasible trajectories for guiding the Sentinel exactly on the target coordinates. From this
point of view, two type of strategies for carrying out the revisit and monitoring missions
have been taken into account: quasi-impulsive strategy and continuous strategy. The
first approach consists in the application of the same maneuvers performed in the ideal
situation, in which an impulsive and instantaneous ∆V is used in order to change the
inclination of the orbit exactly in one of the two nodes. The second strategy, instead, is
based on the definition of a trajectory (obtained by an interpolation between the initial
and target orbit) that instant by instant guides the spacecraft with a continuous change
of inclination, allowing to perform smooth maneuvers.

Then, after the development of the trajectory planner, a Nonlinear Model Predictive
Control has been designed in order to generate a control input which forces the S/C to
follow the reference trajectories, finding a suitable trade-off between the time to perform
the maneuvers and the propellant consumption. Moreover, in the optimization opera-
tion constraints on the states, to ensures the S/C not to crash on Earth, and on the inputs,
to account for thruster saturation, have been considered.

Finally, the autonomous guidance based on NMPC has been simulated, considering
different alerts, and its performances have been compared with the ideal impulsive ap-
proach and manual mission planning. For the first strategy, the obtained results have
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6 – Conclusions

shown that the NMPC technique can achieve better performances than the manual case
and guarantee nearly the same optimality level as the ideal impulsive strategy. How-
ever the application of impulsive and instantaneous ∆V are unfeasible in real appli-
cation, while the NMPC method can be actually applied in a real mission allowing a
significantly higher level of autonomy and offer more flexibility and adaptation capabil-
ity with respect to traditional approaches. The second strategy, instead, has produced
worse performances than ideal and manual situations due to high gravity and misalign-
ments losses. Thus it does not provide improvements with respect to the previous strat-
egy. However, the main reason behind the development of continuous maneuvers ap-
proach has been to verify if the NMPC could handle situations where the command
input should be applied for the whole duration of the mission.

Future Works

Starting from the results presented in this thesis project, it is possible to carry out further
developments.

In particular the concept of continuous and small orbital inclination changes can be ex-
ploited to develop a new strategy based on low-thrust maneuvers. The aim will be to
produce continuous maneuvers with a different kind of propulsion (i.e. Ion thrusters,
Hall thrusters), in order to reduce the propellant consumption with respect to the ideal
case. Indeed electric propulsion is characterized by a high engine specific impulse, which
ensures a higher propellant efficiency even though the ∆V could increases. However, a
low-thrust maneuvers will not be able to ensure a fast overfly of target coordinate (which
is the main constraints of Earth observation missions).
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