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Abstract

The core topic of this work is the implementation of a numerical algorithm to measure
the fracture toughness of a bending sample using Digital Image Correlation (DIC) and
its application to the products of an optimized printing technique for Fused Deposition
Modeling (FDM). In order to enhance the mechanical resistance of specimens of acriloni-
trile butadiene stirene (ABS) printed with a conventional thread deposition of FDM, this
innovative printing method suggests a new layer’s configuration where the polymeric fil-
ament is placed following the principal stress directions within the layered structure [1],
previously computed through a finite element (FE) simulation. The overall objectives are
both to present an alternative method to calculate the Stress Intensity Factor (SIF), us-
ing a Monte Carlo (MC) computational approach, and to characterize the mechanical
enhancements ensured by the optimized filament deposition. The study has been carried
out through the analysis of the outcomes of previous three points bending tests [2] and
through the comparison of the numerical results of the two specimen’s types. The bend-
ing specimens used, dimensioned according to Thogo and Ishii’s work [3], are of the type
Single Edge Notched Beam (SENB) and were printed and tested in order to investigate
the influence of the thread deposition on the fracture toughness in a mode I loading case.
The DIC analysis has been extensively used to investigate the superficial displacement and
strain fields around the notch tip to study the crack growth’s features and to detect the
crack onset. The gathered data were necessary to the implementation of a Monte Carlo
computational algorithm that has been employed to calculate the critical SIF by fitting
the displacement field measured by DIC, with Williams-Westergaard’s analytical model.
Therefore an assessment of the fracture toughness enhancement was possible: the compar-
ison between optimized and conventional specimens shows a clear resistance improvement
obtained with the new configuration, which leads to a gain in terms of KIc of up to almost
15% on average. Additive Manufacturing (AM) is increasingly gaining importance not only
in prototyping but also in industrial production [4], hence the optimization of the tech-
nologies involved and the enhancement of some material properties are key aspects for its
spreading at industrial level. The conception of a robust method to produce ”smart” com-
ponents, whose internal structure is printed according to specific mechanical constraints
and in function of the expected operating conditions, could represent a significant advance
along this process.
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Introduction

The term Additive Manufacturing (AM) refers to a production process which creates
parts and complex geometries through the addition of material instead of through its sub-
traction. After about thirty years of activity this technology still records growth rates of
nearly 35% [5], which underlines the extreme importance it is increasingly acquiring in the
industrial manufacturing scenario. The main reasons for that can be found in the economic
advantages as well as in the simpler design process [6, 7, 8]. The growing interest for its
application in the production industry has pushed the research to strive for an enhance-
ment of his products’ resistance through the adoption of both new materials (passing from
polymers to metals [9]) and optimized printing algorithms. The proposed study belongs
to the area of the optimized printing algorithms and its purpose is the measurement and
assessment of the mechanical resistance of FDM specimens that present enhanced fracture
thoughness thanks to the application of a ”smart” thread deposition technique. The in-
novating deposition criterion requires the deposited filament to follow the principal stress
directions within the printed sample in order to obtain an improvement of his mechanical
resistance which can lead to an increase of the maximal force at fracture up to nearly
20% [1]. The first step of the manufacturing procedure consisted in determining the stress
field within a classical bending specimen using finite elements simulation. Some samples
were then printed reproducing within the material structure the principal stress directions
with the filament deposition. Hence the Single Edge Notched Beam (SENB) standard test
procedure was executed and Digital Image Correlation (DIC) analysis was implemented
in parallel to investigate the displacement fields of the specimens undergoing deforma-
tion. The present study aims to find a robust method to evaluate the obtained fracture
toughness enhancement through the fitting of DIC measurement with an analytical dis-
placement field. This analysis allowed to implement an optimization method that permits
to measure the fracture toughness in condition of not pure elasticity. In fact, with the
lack of a valid constitutive law of the material in presence of plasticity, it’s not possible
to extract the stress field from the strain and displacement fields yielded by DIC. The
method consists in fitting the opening displacement field, extracted from the DIC analy-
sis, with the analytical equations of the Williams-Westergaard (WW) model, adopting a
random sampling computational method that, if properly calibrated, can potentially offer
a very good approximation of the critical SIF when little plasticity is present. A Monte
Carlo method was used for this purpose. Another related issue that has been tackled in
the study is the definition of a reliable method to detect the onset of the crack propagation
during the bending test. This datum is in fact required as preliminar information for the
computation of the critical SIF value, which is representative of the material’s fracture
toughness. The proposed detecting technique exploits the DIC tools to locally analyze and
differentiate the behavior, in terms of correlation coefficient, displacement and strain, of
areas located near the notch tip or along the crack path, in order to relate the behavior’s
divergences with the material rupture.
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Introduction

This study represents an intermediate stage of a research project whose goals are both
to conceive a robust method to produce ”smart” components, whose internal structure is
printed according to specific mechanical constraints, and to collect data in order to develop
a numerical model for this purpose. The possibility of running numerical analysis of FDM
products would provide an extremely useful tool for the transition from specimens to a
case of study [1].

Figure 1: Global research flowchart.

Figure 1 represents the complete organisation of the global research project. As com-
mon practice the procedure is divided in two parts: experimental (in green) and numerical
part (in red). The experimental part has to provide the material characteristic data as
input for the numerical simulation such as the elastic modulus, the Poisson coefficient
and a behaviour law of the material in the classical deposition’s configuration. Further-
more, to validate the numerical model it is necessary to compare the simulation with some
experimental parameters.

In the first chapters a brief overview of the technologies involved in the project and a
summary of the previous phases of the study are reported in order to better collocate this
work within the global outlook. The interested parts of fracture mechanics are introduced
too.
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Technologies

Fused Deposition Modeling

Depending on the material and its hardening system [6] various AM technologies have
been developed. Among them there are the extrusion technologies, in which is included the
Fused Deposition Modeling (FDM): a process that, through the extrusion of a fused ther-
moplastic filament from a heated nozzle, builds tridimensional objects layer by layer. While
FDM is one of the most used additive manufacturing techniques today, due to its ability
to manufacture very complex geometries, the major research issues have been to balance
ability to produce aesthetically appealing products with functionality. The reduction of
product development’s cycle time is a major concern in industries to remain competitive
in the marketplace. Several sources have highlighted the advantages of additive manufac-
turing techniques over traditional product development methodology. Using AM speeds
up the whole product development process especially when producing very complicated
parts which may be challenging using traditional manufacturing methods: regardless of
the complexity of parts to be built, building with an AM machine is generally performed
in a single step unlike in most other manufacturing processes which normally require mul-
tiple and iterative stages to be carried out. In addition to these advantages, other benefits
of using AM are the significant reduction in the number of processes and resources re-
quired. Producing aesthetically appealing AM products that have complex shapes is not
difficult. The challenge is to produce parts that are functionally reliable. Despite several
design and environmental advantages of AM technologies over other manufacturing pro-
cesses, full scale application has not gained much attention yet because of compatibility
issues of currently available materials with AM technologies. There are possibilities to use
some metals (such as steel alloys and titanium) and ceramics, but the majority of materi-
als used by modern AM applications are polymers. The material properties are typically
not as strong as their conventionally manufactured counterparts, due to the anisotropy
caused by the layered structure and to the weakness of the welding lines. To overcome
this limitation, one approach may be the development of new materials having superior
characteristics than the conventional materials used today. Another convenient approach
may be to suitably adjust the process parameters during the fabrication stage so that
the resistance properties may improve. The properties of AM parts are in fact function of
various process related parameters and can be significantly improved with a proper ad-
justment. Since the mechanical properties are of utmost importance for functional parts,
it is absolutely essential to study the influence that these parameters have on them.

Process

The FDM process begins with a 3D CAD model which is then saved into a STL
format file. Hence a specific AM software cuts the piece model in slices in order to get a
new file containing information for each separate layer and finally a G-code type language
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is required to transform the slicing in the trajectories that the extruder will follow. The
technology is similar to a three axes numerical control machine and, while originally it
used a G-code language, lately manufacturers converted it into proprietary formats for
their machines. The build material is initially in the raw form of a flexible filament. The
feedstock filament is then partially melted and extruded though a heated nozzle within
a temperature controlled environment for building of the part. The material is extruded
in a thin layer onto the previously built layer and, when deposited it cools, solidifies,
and bonds with adjoining material. After an entire layer is deposited, the build platform
moves downward by an increment equal to the filament height (layer thickness) and the
next layer is deposited on top of it (Fig.3). The deposition trajectory is defined to fill the
piece and usually to create a shell made of 45◦ tilted stripes between alternate layers. The
most commonly used materials in FDM are Acrylonitrile Butadiene Styrene (ABS), Poly-
Lactic Acid (PLA), and Poly-Carbonate (PC). Being deposited close to each other on the
same plane, the warm threads weld together and the same happens between the layers.
The support material is often made of another material and is removable or soluble from
the actual part at the end of the manufacturing process (except for the low cost solutions,
which use the same). In order to predict the mechanical behavior of FDM printed parts it’s
essential to comprehend before the properties of the raw material in that specific structural
configuration and to know how the printing parameters influence the resulting material
features[10].

Figure 2: (a) Working principle of FDM and a classical trajectory deposition. (b) Weak
and strong filaments coupling with respect to the stress direction.

Research and Development

Among the several AM techniques, FDM presents some positives characteristics: the
programming simplicity, a quite large variety of usable materials and a low cost. How-
ever, the accuracy and the surface quality are lower if compared to other typologies. For
this reason the optimization proposed by Gardan et al.[1], together with surface finish
improving techniques[11, 12, 13, 14], represent an interesting development. The determi-
nation of quality influential parameters has been tackled in many researches [15, 16] and
most of them used a classical layered structure and mechanical tests through a design
of experiment approach. From the literature, it is found that good amount of work has
been done in FDM strength modelling; however, little amount of work has been done to
develop the strength model in terms of FDM process parameters for prediction purpose.
Several researchers have specifically considered the anisotropic characteristics of FDM
parts in recent years. Rodríguez et al.[17] investigated the tensile strength and elastic
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modulus of FDM specimens with varying mesostructures in comparison with the proper-
ties of the ABS monofilament feedstock. The outcome of their investigation is that the
tensile strength was the greatest for parts with fibers aligned with the axis of the tension
force. Ahn et al.[18] determined that both air gap and raster orientation had significant
effects on the resulting tensile strength, while compressive strength was not affected by
these factors. Onwubolu et al.[19] investigated five important process parameters such as
layer thickness, part orientation, raster angle, raster width, and air gap. Minimum layer
thickness improves tensile strength, although is more costly due to more material usage for
manufacturing parts. Part orientation plays a major role: for zero part orientation (with
the part orientation coinciding with the direction of tensile loading), maximum tensile
strength is obtained. Raster angle has the tendency to affect the internal structure of the
finished product. Each neighbouring layer has a raster angle perpendicular to the immedi-
ate preceding layer. The raster width is known to affect the finished AM part in such a way
that the larger the raster angle the greater the tendency for the finished part to withstand
higher tensile stress. Negative air gap produces finished AM part that withstand higher
tensile stress. J.Li et al.[20] enhanced the fracture toughness of single edge notch tension
(SENT) specimens by modifying the surface topology by adding small cylinders on both
top and bottom surfaces. The added pattern on the surface act as obstacles for the crack
to initiate as well as during propagation and it increased the initial fracture toughness
and strain energy release rates for all sample types. Other studies on the printer settings
(ex. layer thickness, air gap, raster angle and so on) have also been carried out to increase
the mechanical strength [21]. The layer thickness is confirmed to be one of the most in-
fluencing parameters. In particular, has already been shown in a research that increasing
the layer thickness reduces the mechanical strength [19]. However, another remark about
thinner layers is the increase in fabrication time, therefore it’s necessary to evaluate to
what extent increasing the printing time worths the resistance increase.

Figure 3: FDM process and influencing parameters.
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About the internal structures of 3D printed products some studies, like [22], investi-
gated the use of lattice structures including rapid prototyping to lighten sandwich panels
while maintaining their mechanical strength. The study determined that the directions
of the anisotropy of the lattice influences the mechanical behavior of the entire panel.
Other studies developed specific structures like curved [26], honeycomb [23] or cell shapes,
“tetrachirales” [3] or “hexachirales” [25]. These structures suggest a global infill of product
without considering the localized mechanical stresses. Currently, topological optimization
can be used to change the inner structure of a printed shape in order to enhance the
mechanical strength [6, 24]. In such a case, the geometry is suggested assuming that the
material is isotropic without taking into account the layered structure of the material
obtained by FDM. Orienting the thread deposition to reproduce a structure suited to
mechanical constraints is a new track to explore.

The goal is to find an alternative to honeycomb or cell shapes structures, currently
suggested as standard by FDM 3D printers. The present experimentation required quite
thick specimens (10 mm) to avoid instabilities during bending as observed during the
preliminary tests. The layer chosen thickness has been 0.25 mm for coherence with previous
researches [2]. However, such a thin layer made the first layer filling very difficult so it was
decided, in order to grant better adherence of the piece to the building plate, to print a 0.35
mm thick first layer. The autors chose ABS as material and used a Makerbot Replicator
3D printer (Fig.2) to manufacture the specimens.

Figure 4: FDM printer used in this work: Makerbot Replicator.
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Digital Image Correlation
Experimental techniques such as thermoelasticity and photoelasticity have been suc-

cessfully used to characterise the elastic stress fields around cracks but they do not take
into account either plasticity or anisotropy[27]. Considerable work has been carried out to
characterize crack tip stress fields from displacement measurements. The currently most
common method adopted to obtain displacement field data is DIC. It is an non-contact
optical technique that provides full field displacement information and that has found
application in evaluating fracture parameters for both linear elastic fracture mechanics
(LEFM) and elastic plastic fracture mechanics (EPFM) problems [28]. DIC permits to
compute the displacement field within a “Region Of Interest” (ROI) for a material sample
undergoing deformation [29, 30, 31]. This is obtained tracking the deformation of the ob-
ject through a series of photo taken in successive moments. A digital image is essentially
a two-dimensional array of intensity values which can be discretized into small subsets,
which are properly spaced groups of pixels. Image correlation works by matching the small
square subsets of an undeformed image to locations in the image of the surface after de-
formation, as illustrated in Fig.5, by means of a series of mathematical mapping and cross
correlation functions. The comparison is possible thanks to random speckled pattern which
gives a non-uniform local average level of grey. To recognize this pattern mathematically,
the intensity of each pixel in the reference and deformed images can be traced and the
displacement vector can be determined. However, it would be extremely difficult to distin-
guish every single pixel on the image and therefore at least 3x3 pixels are needed for one
recognizable feature [27]. The ideal subset size should contain at least three clear features
but it is often a compromise between resolution and accuracy. As a general rule, larger
subset sizes will increase the accuracy whereas a smaller subset will increase the resolution
but realistically the size of a subset is determined by the quality of the image and speckle
pattern [27].

Figure 5: Matching reference subset and current subset [27].

A variety of methods can be used to produce a random pattern on the surface. Some-
times the natural pattern of the material is enough to produce a suitable pattern. Glass or
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emery paper can be used to scratch the surface of the specimen to generate a random pat-
tern. More conventionally, the random pattern is produced by spray painting the surface
or using dry toner with an adhesive medium. These techniques normally suffice for macro
DIC applications but for micro scale more care is needed when producing the random
pattern due to the speckle size and it often requires the use of an airbrush or lithography
[27]. Fig.6 illustrates the typical set-up of a 2D DIC. A 3D system will have two cameras
at different angles to obtain a 3D perspective of the specimen surface.

Figure 6: Schematic diagram of typical 2D DIC equipment [27].

Using the first order Taylor series the approximated displacement fields can be identi-
fied as:

xcur,i = xref,i + urc +
∂u

∂xrc
· (xref,i − xref,c) +

∂u

∂yrc
· (yref,j − yref,c) (1)

ycur,j = yref,j + vrc +
∂v

∂xrc
· (xref,i − xref,c) +

∂v

∂yrc
· (yref,j − yref,c) (2)

With:

• (xcur,i, ycur,j): coordinates of the final subset point.

• (xref,i, yref,j): coordinates of the initial reference subset point.

• (xref,c, yref,c): coordinates of the initial centre of the reference subset point.

Figure 7: Representation of all the possible components of the displacement field [27].

This process is automatized through an iterative nonlinear least squares optimization
scheme. Once solved it, it is possible to obtain the displacement field and to properly store
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it into a matrix. Knowing the displacement field it is then possible to pass to the strain
field. The Green-Lagrange strain has been computed in this case by using the resulting
plane slopes as follows:

εxx =
1

2

(
2
∂U

∂x
+

(
∂U

∂x

)2

+

(
∂V

∂x

)2
)

(3)

εyy =
1

2

(
2
∂V

∂y
+

(
∂U

∂y

)2

+

(
∂V

∂y

)2
)

(4)

εxy =
1

2

(
∂U

∂y
+

∂V

∂x
+

∂U

∂x

∂U

∂y
+

∂V

∂x

∂V

∂y

)
(5)

The gradients can be obtained through the IC-GN method. This method is used to
solve non-linear least squares problems and it is a modification of Newton’s method for
finding a minimum of a function [2]. However, to reduce the noise and have better results,
the strain field is instead obtained with a surface fitting (Fig.8). This fitting can be set
during the analysis and regulated with the strain radius (smaller radius results in better
fit and higher precision).

Figure 8: Surface fitting to obtain the strain field during the DIC analysis.

In any experiment, out-of-plane motions are unavoidable. This can be due to factors
such as Poisson’s effect, deviations from planarity, small amounts of specimen bending,
and deviations from ideal grip constraints. DIC is relatively simple to use and allows the
direct experimental and numerical computation of fracture parameters such as the crack
mouth opening displacement, energy release rate and stress intensity factors.
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Fracture Toughness

Figure 9: Fracture mechanics quantifies the critical combinations of these three variables.

When we are in presence of a singularity or a flaw there is a small region of plastic
deformation around the tip in which the material becomes harder. If the plastic zone is
very small LEFM is applicable, otherwise EPFM is necessary. The reference parameters
to assess the fracture toughness of a material in LEFM are the energy release rate and the
stress intensity factor, the parameters for EPFM are J-integral and COD/CTOD. In the
present work it has been made the assumption of linear elastic behavior, hence the energy
release rate and the stress intensity factor have been investigated.

There are two alternative approaches to fracture analysis: the energy criterion and the
stress intensity approach. These two approaches are equivalent in certain circumstances
[32]. Either were attempted in different steps of this work. At the end, the stress intensity
approach was applied because it yielded more robust and reliable results and because the
energy approach would have required an accurate measurement of the crack lenght, which
was not an easy task.

Effect of Material Properties
Figure 10 is a schematic plot of failure stress vs. fracture toughness KIc. For low

toughness materials, brittle fracture is the governing failure mechanism, and critical stress
varies linearly with KIc. At very high toughness values, LEFM is no longer valid, and
failure is governed by the flow properties of the material. At intermediate toughness levels,
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there is a transition between brittle fracture under linear elastic conditions and ductile
overload. Nonlinear fracture mechanics bridges the gap between LEFM and collapse. If
toughness is low, LEFM is applicable to the problem, but if toughness is sufficiently high,
fracture mechanics ceases to be relevant to the problem because failure stress is insensitive
to toughness; a simple limit load analysis is all that is required to predict failure stress in
a material with very high fracture toughness. In this work it was assumed to have small
plastic deformation and therefore the LEFM was applied.

The typical layered structure of the products of FDM plays an important role in the
resulting fracture behavior of the examined specimens. A crack in a material with strongly
orthotropic fracture properties, or a crack in an interface with a fracture toughness that is
distinct from the materials joined across it, can experience either kinking or straight-ahead
propagation under mixed mode loading depending on a number of factors, including the
relative toughness associated with the competing directions of advance [33]. If an interface
is a low-toughness fracture path through joined solids, then one must be concerned with
mixed mode crack propagation since the crack is not free to evolve with pure mode 1
stressing at its tip, as it would in an isotropic brittle solid. The asymmetry in the moduli
with respect to the interface induces a mode 2 component [33]. The competition between
crack advance within the interface and kinking out of the interface depends on the relative
toughness of the interface to that of the adjoining material. In mixed-mode conditions a
crack changes its growth direction when subjected to mixed mode loadings. In practice,
cracks follow the path of the lowest material resistance or weakest material orientation
arising from process history, composite reinforcement, or interfaces as in the present case.

Figure 10: Effect of fracture toughness on the governing failure mechanism.
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Energy Approach
According to the first law of thermodynamics, when a system goes from a non-equilibrium

state to equilibrium, there is a net decrease in energy. Griffith applied this idea to develop
a fracture theory based on energy rather than local stress. A crack can form (or an exist-
ing crack can grow) only if such a process causes the total energy to decrease or remain
constant. Thus the critical conditions for fracture can be defined as the point where crack
growth occurs under equilibrium conditions, with no net change in total energy. In order
for this crack to increase in size, sufficient potential energy must be available in the plate
to overcome the surface energy of the material. The Griffith energy balance for an incre-
mental increase in the crack area dA, under equilibrium conditions, can be expressed in
the following way:

dE

dA
=

dΠ

dA
+

dWs

dA
= 0 (6)

where E is the total energy, Π is the potential energy supplied by the internal strain
energy and external forces and Ws is the work required to create new surfaces. The Griffith
model is based on a global energy balance: for fracture to occur, the energy stored in the
structure must be sufficient to overcome the surface energy of the material.

Energy Release Rate

The energy approach states that crack extension (i.e., fracture) occurs when the energy
available for crack growth is sufficient to overcome the resistance of the material. The
material resistance may include the surface energy, plastic work, or other types of energy
dissipation associated with a propagating crack. Griffith was the first to propose the energy
criterion for fracture, but Irwin is primarily responsible for developing the present version
of this approach: the energy release rate G, which is defined as the rate of change in
potential energy with the crack area for a linear elastic material:

G = −dΠ

dA
(7)

Since G is obtained from the derivative of a potential, it is also called the crack ex-
tension force or the crack driving force. Crack extension occurs when G reaches a critical
value, i.e.:

Gc =
dWs

dA
= 2wf (8)

where Gc is a measure of the fracture toughness of the material.

The potential energy of an elastic body, Π, is defined as follows:

Π = U − F (9)
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where U is the strain energy stored in the body and F is the work done by external
forces.

The strain energy change with the crack growth for constant displacement is ∆U =
0.5vdP . In this experiment the mechanical tests have been carried out with a constant
displacement rate. Consider a cracked plate that is loaded at fixed displacement, as illus-
trated in Figure 11. When displacement is fixed, the plate is displacement controlled and
the strain energy decreases; F = 0 and Π = U . Thus:

G = − 1

B
(
dU

da
)∆ = − ∆

2B
(
dP

da
)∆ (10)

Figure 11: Cracked plate at a fixed displacement ∆.
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Stress Intensity Approach
The theoretical cohesive strength of a material is approximately E/π, but experimental

fracture strengths for brittle materials are typically three or four orders of magnitude
below this value. The discrepancy between the actual strengths of brittle materials and
theoretical estimates is due to flaws in these materials. Fracture cannot occur unless the
stress at the atomic level exceeds the cohesive strength of the material. Thus, the flaws
must lower the global strength by magnifying the stress locally. The ratio between the
theoretical critical stress and the actual critical stress is defined as the stress concentration
factor kt.

Figure 12 shows a square element near the tip of a crack in an elastic material in a
mode I (tensile) loading case, together with the in-plane stresses on this element. Each
stress component is, in these operating conditions, proportional to a single constant KI . If
this constant is known, the entire stress distribution at the crack tip can be computed with
the equations reported in the same figure. Such constant, which is called Stress Intensity
Factor (SIF), completely characterizes the crack tip conditions in a linear elastic material.
If one assumes that the material fails locally at some critical combination of stress and
strain, then it follows that fracture must occur at a critical stress intensity KIc. Thus, KIc

is an alternative measure of fracture toughness.

Figure 12: Stress field near the crack tip in an elastic material in a mode I (tensile)
loading case.

Failure occurs when KI = KIc. In this case, KI is the driving force for fracture and
KIc is a measure of material resistance. The relationship between KI and G is:

G =
K2

I

E
(11)

The same is obviously valid for Gc and KIc. Thus, the energy and stress-intensity
approaches to fracture mechanics are essentially equivalent for linear elastic materials.
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Smart Deposition

As already said, the aim of the research is to print a specimen using the thread depo-
sition more suited to the mechanical constraints of the product according to its use. As it
is known, in mechanics it is possible, given any stress state, to identify a referent frame
for which stress tensor is diagonal. These stresses are called principal stresses (σ1, σ2 and
σ3 for a 3D stress state). It is sufficient to place the filament in directions of these stresses
in order to gain a greater resistance to fracture. It has been supposed to be in the case of
an elastic-plastic material (under small scale yielding conditions1), the ABS, loaded under
tensile mode. For testing a method similar to the one of Tohgo et al.[3] has been used,
which includes three points and four points bending tests. In addition to these tests, some
tensile tests have been run to characterize the material for future application in numerical
modelling. In all tests Digital Image correlation was used.
The FDM process leads to an heterogeneous structure because of the presence of welding
lines, which are weaker, between the filaments. In commonly used printers, these trajec-
tories are predefined and not based on specific mechanical constraints. As a consequence
the welding lines can be found oriented inconveniently, resulting in a reduction of the
mechanical strength. To avoid this problem, the main tensile stresses within the structure
must be held by the filaments, not by the welding lines. In order to fulfill this condition
the filament must be tangent to the principal stress directions when the principal stresses
are mainly tensile. As a result the force lines in the material will be guided by the fila-
ments. Since two principal directions exist, both of them have been taken into account
and filament deposition has subsequently been performed according to each direction.

Figure 13: The various steps of the preliminary stage of the research project.

1Since the yelding is small we can assume a behavior simile elastic and use the LEFM.
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Stress-based Criterion
Finite elements (FE) simulation of an homogeneus, linear elastic model has been used

to compute the principal stresses and strains in a plane stress assumption. The principal
stresses σI and σII , which are the eigenvalues of the stress tensor, can be written as:

σI =
σ11 + σ22

2
+

√(
σ11 − σ22

2

)2

+ σ2
12 (12)

σII =
σ11 + σ22

2
−

√(
σ11 − σ22

2

)2

+ σ2
12 (13)

where σij are the components of the stress tensor.

The principal directions, which are the eigenvectors of the stress tensor, can be de-
scribed by the angle α and π/2 + α where:

tan(2α) = 2σ12
σ11 − σ22

(14)

The specimens printed and used for the fracture toughness characterization are similar
to standard Single Edge Notched Bend (SENB) samples. The thickness is about 10.1 mm,
thus plane stress assumption is almost satisfied. The principal directions are computed at
each point in the sample and have to be tangent to the printing trajectory. Since the in-
plane stress is biaxial, there are two principal directions in the sample. As a consequence,
two trajectories have to be taken into account in the printing. Hence, for two subsequent
layers, the first (second) principal direction is used to calculate the trajectory in the first
(second) layer.

Enhanced Domain
As already said, to improve the mechanical resistance of a printed sample the poly-

mer threads must be oriented toward the tensile force field. This idea is inspired by the
reinforcement principle of the composite materials where the fibers are oriented toward
the in-plane tensile stress. Subsequently the geometry of the model has been split in two
domains:

• The stress concentration zone around the notch tip.

• The rest of the sample where the stress magnitude is not significantly high.

The stress concentration zone is the most critical region within the sample because of
the high stress level. This is the region that has to be printed carefully in order to avoid the
weak configuration of threads. According to the optimized strategy of thread deposition,
a mechanical resistance improvement is expected when the principal stresses are mainly
tensile (both σI and σII are positive). This condition allows us to easily define the region
where a modification of deposition trajectory would be beneficial. This “affected region”
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is called Ω1 and is defined as follows:

If Ω is the entire geometry of the sample cross section and M is a random point inside
it:

Ω = Ω1 ∪ Ω2 (15)

∀M ∈ Ω if

{
(σI > 0) & (σII > 0) → M ∈ Ω1

else → M ∈ Ω2
(16)

The optimization of the deposition trajectories has been performed only within the Ω1

region.

G-code
In this work, the filament trajectory reproduces the principal stress directions, revealed

by finite element simulation, within bending specimens similar to SENB samples. For this
purpose a G-Code type language has been used. The 3D model used for the numerical
simulation is modified to specify the limit of principal directions according to the stress
fields. The model slicing is realized with open source softwares (Slic3r v 1.2.6 and Replica-
tor G) but the G-code and the alternate layers reproducing the stress fields are processed
manually into the programming language. Finally, the samples are manufactured by FDM
3D printing.
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Specimens’ Printing

The slicing of 3D Model (file in *.stl format) is applied with concentric fill pattern
around the delimited zone according to the stress criterion. The printing trajectory must
correspond to the principal directions in the delimited zone. The other domain is less
stressed (in the tensile direction) and is printed with non-respect to the principal direction
conditions. The G-code is modified to alternate the layers with the principal directions and
the less stressed direction. Two types of bending samples are printed. The first “classical”
sample is got by linear infilling with 45 degree depositing by alternate layers and the
second “optimized” sample uses the optimized generative trajectory method.

Slic3r

The global geometry and the specific geometry were imported as different objects on
Slic3r and then they were manually assembled. This was done for both layer I and layer
II. Finally, in the gcode of layer I was manually substituted the gcode of layer II obtaining
an alternation of layer I and layer II. However, thanks to the option “modifier” given by
Slic3r it has been possible to increase the degree of automatization and personalization of
the printing. Indeed, using this feature it is possible to change the printing parameters for
each determined sub volume. It has been necessary to adopt either rectilinear or concentric
filling direction, since it is demanded a 100% infill with a regular pattern. It is possible
to obtain better sketches importing the simulation photo, properly scaled, directly on the
CAD modeller.

Figure 14: Most solicited zone profile on the FEM simulation photo imported on
Solidworks.
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Specimens’ Printing

But a better geometric modelling of the most affected area is not the only possible im-
provement with this passage. In fact, it would be interesting to keep optimizing the process
defining a boundary of the most affected area corresponding to the best built time/resis-
tance gain ratio. To study the radius of effectiveness of the optimized thread deposition
would result in a reduction of time in favour of the same or a similar optimisation. Indeed,
there is a strong probability that the areas modified in these tests are larger than those
needed to achieve the desired optimisation. A possible criterion might be identified with
a ratio of stresses α, for example σmax · α = σlim where σlim is the stress on the border of
the new optimized most affected zone.

Parameter Value
First Layer Thickness 0.35 mm

Layer Thickness 0.25 mm
Brim Width 5 mm

Speed Solid Infill 80 mm/s
Perimeters Speed 60 mm/s
First Layer Speed 30 mm/s
Bed Temperature 120°C

Extruder Temperature 235°C
Gcode Flavour MakerWare

Table 1: Slic3r (v1.2.9) printing parameters.

Specimen A
In the present section is reported the bending specimen chosen according to Thogo

and Ishii’s work[3]. In the particular configuration used the specimen is loaded under pure
mode I and it is similar to a SENB (Fig.9). Regarding the thickness, it has been kept
into consideration that if the specimen is too thin, during the bending test it can show
instabilities along the z axis (throughout the thickness). A 10mm thickness has been chosen
for all the specimens2. An increase in built time was expected, since it is printed a more
complicated pattern than a concentric filling.

Classic Optimized Comparison
Built Time 2h 26min 2h 46min +13.3%

Material (mm) 30928 30984 +0.2%

Table 2: Printing data.

2The actual thickness is 10.1mm because of the necessity of a thicker first layer (0.35mm) for better
adhesion.
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Figure 15: FE simulation of an optimized specimen: configuration A. From top
to bottom: layer 1 σ1 version 1, layer 2 σ2 version 1, layer 1 σ1 version 2 and
layer 2 σ2 version 2
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Mechanical Test

Tensile Test

To provide the material’s experimental data and to build the numerical model to
predict the fracture behaviour, a tensile test has been preliminarily carried out. In order
to obtain the data to give as input to the numerical simulation the Elastic modulus, the
Poisson’s ratio, the tensile strength and a characteristic equation from the data fitting
are demanded. To obtain all the informations needed for the numerical model the test of
three different configurations was required: the chosen raster angles are 0°, 45° and 90°
and three specimens for each kind have been printed and tested. The aim was to define
the properties of both threads and weldings.
The test is equal to a classic tensile test with imposed strain rate adding a photo shoot
every defined time gap. Defining this time gap is highly important because it determines
the number of points that it can use to build the material characteristic curve. After having
chosen the deformation speed imposed by the machine (Vm = 1mm/min) and the number
of pictures in a defined interval (20 between 0 and 0,15mm of displacement3) it is possible
to define the time as follows:

tgap =
∆l · 60

Vm ·Nphoto
= 0.45 s ∼= 0.5 s

With the deformation curve given by the machine it is possible to discern the force
applied at the determined instant every photo has been taken. Hence, simultaneously at
each photo shoot a point on the tensile curve was registered by the traction machine.
The experiment was run on a 5kN tensile machine (Instron 4411). The software handling
the machine was Version Series IX 8.06.00 with a load cell of 50N since it was expected
maximum 1kN of force applied. The camera used was a SONY SPT-M308CE and the ac-
quisition of the photos was handled through the software Image Plus. The resulting photos
(768x576 pixels) in 16 levels of grey had a resolution of 100x100 dpi. Among the different
typologies and colours of paint used better results have been obtained with matt, high
covering and rapid dry paints. The advantages are both in preparation time and image
quality.
For the 45° configuration it would be expected a tensile strength value between the longi-
tudinal and the horizontal. This because the longitudinal measure the resistance of fibres
(highest), the horizontal the resistance of the surface interface (lowest) and the 45° their
cooperation. It’s interesting the ideal plastic flow behaviour present in the 45° configu-
ration (Fig.17). A “comeback” to the end of the curve can be observed (Fig.16). A first

3The target was to have between 10-15 pictures in the elastic trait.
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hypothesis is that this is connected to the propagation of the fracture in the tensile spec-
imens. Indeed, this caused the debonding phenomenon and the reduction of the resistant
section.

Figure 16: Tensile Test of specimens with longitudinal filament deposition.

Figure 17: Tensile test of specimens with 45° tilted filament deposition.
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Figure 18: Tensile test of specimens with horizontal filament deposition.

Figure 19: Fracture propagation in tensile specimens.

Tensile Strength [MPa] Poisson’s Ratio Elastic Modulus [MPa]
Mean Value Std. Dev Mean Value Std. Dev Mean Value Std. Dev

Longitudinal 32.4 0.52 0.472 0.011 2541 192
45° 24.0 0.67 0.466 0.059 1181 23
Horizontal 17.2 4.91 0.471 0.049 2546 437

Table 3: Tensile test’s outcomes
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For what concern the part of the study which is presented in this report the relevant
informations yielded by the tensile test were the material parameters. They were in fact
necessary in order to compute the fracture toughness of the bending samples. The Young
modulus and Poisson ratio of the 45° configuration were thought to be the closest to the
bending specimen’s case and have then been chosen to implement the furter computations.

Bending Test
For the bending tests a three point bending configuration with pure mode I loading

has been adopted, as shown in Fig.20. Three classical specimens, printed conventionally
with a ±45° tilted deposition path between two subsequent layers, and three optimized
specimens, printed following the innovative technique previously described, were tested.
The test has been run with an imposed displacement speed of 0.5mm/min (as the reference
[3]) and 0.5photos/s were taken with the same camera and the same resolution used for
the tensile test. This choice allows to keep the hypothesis of quasi static fracture.

Figure 20: Top: Specimen geometry from reference [3] and load case for the bending
test. Bottom: Classic (left) and optimized (right) specimens.

Analyzing the outcomes of the bending test the first thing that is easy to notice is
that all the classical specimens show a similar behavior. Indeed, they all break in the
±45° directions. This might be explained observing that those are the directions of the
welding lines. However, this is more likely a shear predominance behaviour, which was
unexpected for the present configuration, that is submitted to a purely tensile loading.
Anyway the TS (Tension–Shear) transition, or brittle–ductile transition, or mode I/II
fracture transition, can occur even though under pure mode I or pure mode II loads
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[23]. For a deeper understanding of this change in TS criterion the analysis of the mixity
parameter Mp was necessary. Its calculation helps to discern whether the fracture manner
will be tensile (Mp → 1) or shear (Mp → 0) and to foresight its direction. Li et al. [23]
assessed the bifurcation angle of an elastic–plastic crack in plane strain under mixed mode
loading by establishing a criterion in order to study the competition between the tensile
fracture (T-type fracture) and the shear fracture (S-type fracture) as function of the mixity
parameter Mp. When the crack grows in tensile manner, the maximum circumferential
stress criterion is adopted to determine the crack bifurcation angle. When the crack grows
in shear manner, the traditional theory of plasticity, according to which the plastic flow
develops essentially along one of the slip bands immediately ahead of the crack tip, is
used to determine the crack growth direction. It is known that both tensile and shear
fracture mechanisms are operative in ductile–brittle regime. The cleavage fracture (T-
type fracture) essentially relates to the void growth and coalescence near the crack tip. The
ductile fracture (S-type fracture), on the other hand, essentially depends on the plasticity
progression. The ductile fracture generally involves a stable crack growth process prior to
the occurrence of unstable crack propagation. High fracture resistance is often associated to
this kind of fracture, which typically requires an increasing applied load. However, cleavage
fracture generally results in rapid loss of load-carrying capacity. Consequently, the onset
of cleavage fracture is the critical failure mechanism limiting the load-carrying capacity
of the structure. In order to asses fracture resistance in a ductile cracked structure under
mixed mode I–II loading, this cleavage-ductile fracture competition must be considered
as essential. First, for a given crack under mixed mode I–II loading, we must determine if
this is a tensile crack (T-type fracture) or a shear crack (S-type fracture). This is the so
called TS (Tension–Shear) transition criterion.

Figure 21: The shear propagation angle in function of the mixity parameter and the
hardening exponent n of the material. [23]. In the present experiment the
predominant slip band is Slip band 1, due to the high value of Mp that
characterizes the bending test configuration.

It is well known that the configuration A is a pure mode I fracture specimen, so
it presents a Mp = 1 and a propagation angle of 0° with comparison to the vertical
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direction. However, this does not occur in this case. The most likely explanation is that
the τc is probably reduced by the welding interface between the filaments resulting in a
predominance of the shear manner failure. The slip band criterion says that, in case of
shear fracture, the fissure will propagate in the direction of one of the slip bands. For high
values of Mp the dominant one (higher stresses) is the Slip band 1, which presents an
angle of 45° with respect to the vertical direction (Fig.21).

Figure 22: Force-Displacement curve of mode 1 bending specimens. Left: The optimized
specimens show an higher value of the maximum applied force reached.
Right: The classical specimens present an higher value of the displacement of
the indenter in correspondance of the force peak.

Another quick remark is that thanks to the optimized deposition the fracture starts
in correspondance of an higher applied force value but it propagates in a shorter time
reaching the peak of the force-displacement curve earlier. This is confirmed by the fact
that the fracture is observed at lower machine displacements for the optimized specimens.
The results in term of mechanical resistance gain are about (∼ 15%) and an interesting
behaviour was highlighted: a failure in shear manner where tensile fracture was expected.
Concerning what is happening at the top of the notch it is interesting to see that there is a
competition between the fracture starting from the notch and a weakness due to imprecise
printing (Fig.23). This internal weakness might explain why, among all the successful
optimizations, the optimized specimens presented a lower maximal force’s displacement in
comparison with the classical geometry.
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Figure 23: Left and Center: In the optimized specimens the fracture start its
propagation in correspondance of a weak spot of the welding lines due to
printing flaws. Right: In the classic specimens the fracture propagates
starting from the notch tip.

Maximal Force Displ Max
kN mm

C1 0.46 2.79
C2 0.44 2.54
C3 0.47 2.82

Opt1 0.53 2.33
Opt2 0.54 2.46
Opt3 0.56 2.35

Table 4: Mechanical test data of all the tested specimens: 3 classical (C) and 3 optimized
(Opt).

Classic Optimized Comparison
Built Time 2h 26min 2h 46min +13.3%

Material (mm) 30928 30984 +0.2%
Average Mechanical Resistance [kN] 0.46 0.54 +16.1%
Average Maximal displacement [mm] 2.72 2.38 -14.3%

Table 5: Comparison of conventional and optimized specimens: average printing data
and average mechanical test data.
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Fracture Toughness Assessment

The majority of the several techniques that have been proposed to extract parameters
that quantify the mechanical driving force for fracture can be divided into two main
categories [32]:

• The numerical optimization of an assumed SIF value such that the theoretical dis-
placement field matches the measured field.

• The calculation of the energy associated with the changes in the displacement field
in order to obtain the strain energy release rate directly. The strain energy release
rate may then be converted to a SIF.

The optimization methods require consideration of the fundamentals of linear elastic
fracture mechanics, and use techniques that are mathematically quite complex. The ap-
plication of optimization techniques should be therefore limited to fully elastic fields, and
requires accurate location of the crack tip. The application of optimization methods to the
calculation of SIF for cracks in quasi-brittle materials may therefore be inaccurate due to
difficulties in locating the crack tip.
In contrast to the optimization methods, integral methods can be applied to both elas-
tic and elastic-plastic fields. However, the existing integral methods are mathematically
complicated and depend on a presumed stress field around the crack tip.

In this study at first it was decided to adopt an integral method with the aim of
computing the change of strain energy density of the specimens undergoing deformation
in a manner feasable also in presence of little plasticity conditions. During the work though,
the decision shifted toward the doption of an optimization methods due to the impossibility
of accurately measure the propagation lenght of the crack. Hence, to reach the final goal
of assessing the tested specimens’ fracture toughness, multiple trials have been required
in order to find a robust method and get reliable results. More than once it has been
necessary to change the computation’s strategy because of obstacles encountered in the
path or because of the inconsistency that the early results presented with respect to
previous findings of the research. Another important issue was the precise localization of
the actual position of the notch tip whitin the DIC images, which has led to erroneus
data. The problem is to be imputed to the low resolution of the DIC images when opened
in the graphic user interface of the DIC software and to the natural lack of ideality that
commonly characterize physical experiments. In this particular case the misleading reality
effect was the presence of paint, required for an effective and meaningful DIC analysis,
inside the narrow edge of the notch.

All the main phases of the work have been incorporated in the present chapter in
chronological order so to produce a document which covers and summarizes all the activ-
ities and intermediate outcomes that have been carried out during the internship. They
can be reunited in three different approaches that were attempted and investigated alter-
natively and in subsequent order: computation of the energy release rate (ERR), analysis
of the bending test data, fitting of the measured displacement field. All the cited methods
required or an accurate detection of the crack propagation onset or both the latter and a
precise measure of the lenght of the propagated crack. In the effort to derive these pivotal
informations the DIC images have been carefully examinated. Unfortunately it is not been
possible to detect exactly the particular DIC image corresponding to the crack onset, but
rather a sufficiently small range of images was selected in order to compute a statistical
value of the fracture toughness for each specimen. The difficulty is given by the extreme
resemblance between subsequent snapshots, due to an high frequency of shooting, and by
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the fact that sometimes, especially for the optimized specimens, the crack doesn’t start its
propagation from the notch tip, but in correspondance of a printing flaw (like an air gap)
that provokes a marked weakness in the welding lines. It is also possible that the crack
would open almost simultaneously in multiple spots.

In the first phase we tempted to compute the J-integral by mean of the calculation of
the ERR, with whom it is strictly related and which requires exclusively the DIC data. In
a second phase we tried to compute the J-integral using a well known formula that requires
mechanical test data, as applied force and indenter displacement, and DIC data. In the last,
and more successfull, attempt we employed a numeric method which requires only DIC
data to compute the SIF. The first two methods were strongly and negatively influenced
by the aforemensioned paint problem, but, the real reason why they were abandoned is
placed in the present impossibility of measuring the crack lenght with sufficient accuracy.

All the listed analysis share the same initial steps. For writing convenience they will
be addressed now at once.
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To implement the various computations that will lead to the desired outcomes and to
develop further considerations, it is foremost necessary to set, one specimen at a time, a
consistent DIC analysis. Therefore, the resulting DIC data are made accessible within the
matlab environment through the call of specific commands.

DIC Analysis

Parameter Value
RG-DIC radius 17

Strain radius 15
Subset spacing: 2

Step analysis Disabled
Radial Lens Distortion Coefficient 0

Subset Truncation Enabled
Correlation Coefficient Cut-off 0.5

Table 6: DIC analysis parameters.

The DIC analysis was carried out using the software Ncorr, which present a pretty
intuitive graphic user interface (GUI). The snapshots taken during the test of a certain
specimen were first uploaded in the software: the first snapshot was chosen as reference
frame, a set of immediately following snapshots as current images. The first 200 − 250
snapshots have always been uploaded as current images for each analysis, spanning from
the undeformed configuration of the specimen to a snapshot taken in correspondance of
an instant successive to the peak in the force-displacement curve. In this way the whole
part of the experiment interesting for the evaluation of the fracture toughness was taken
into account by the analysis, while the snapshots related to the descending part of the
force-displacement curve, when the beam is already cracked and the peak force has already
been reached, were neglected to reduce significantly the processing time.

When the upload is completed it’s necessary to draw the desired region of interest
(ROI), which identifies the part of the image that will be processed by the DIC software.
In this phase it must be taken in consideration the entity of the area that we are interested
to. The not patterned parts have to be excluded and, in relation to the kind of data that
we want to extract and the type of fracture behavior, the convenience of including in the
ROI the plasticity area has to be evaluated. In fact in case of plastic deformation the
model and physic relations that Ncorr uses to extract the strain field are no more valid.
After usefully setting the DIC parameters (subset radius, subset spacing, strain radius,
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correlation coefficient cut-off) and after completing the analysis, it is possible to plot the
displacement and strain fields directly in the Ncorr interface. This is useful to have a first
check of the process quality and of the presence noisy data. The computable fields are:
u and v displacement, exx, eyy and exy strain. Informations about the specimen’s third
dimension are not provided by this technology but, within the assumption of plane stress
condition, they are irrelevant.

Figure 24: Ncorr graphic user interface. Left: undeformed specimen as reference image
Right: 250 current images uploaded (the last one uploaded is shown in the
GUI).

Figure 25: Ncorr: drawing the region of interest (ROI).

For this experiment it was chosen to use a single camera, and not a stereoscopic
configuration, in order to acquire and analyse the data faster and to obtain better quality
images. Beside, since the specimens are quite thin its behaviour can be approximated to
plain stress. The additional information offered by a stereoscopic configuration would be
of no use, as what is happening in the thickness does not deeply interest us.
Since the entity of the strains for ABS specimens are important but still lower compared
to other polymers, a pattern composed of thin dots was required.
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Finally, to set the measurement, it is necessary to take a reference photo where it is
also possible to define a scale between millimeters (real distance units) and pixels (photo
units). This has been done by taking a picture of a ruler beside the specimen and manually
counting the correspondence between the two units of measure. Once the scale value has
been stated the value measured in millimiters will be directly yielded and plotted by the
software.

Figure 26: Ncorr: V displacement plot (here is labeled as U-displacement because the
reference frame of Ncorr is tilted with respect to the reference frame that we
set on the notch tip).

DIC Data Extraction
With some quick commands the DIC data are finally available and usable in the matlab

environment. The initial steps of the DIC analysis that were common for the three different
computational approaches end with the writing of this preliminary code and going forward
from here the processes distinguish one from the other. With this script is possible to state
the material parameters, that were previously measured with the tensile test, to select from
the DIC input data only the active subsets (those included in the ROI) and to set the
reference frame in the desired position (the one corresponding to the conventional reference
frame of fracture mechanics).
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In the following pages the three investigated methods will be widely described, but not
before having clarified the issue that negatively influenced the results of the first two of
them: the wrong position of the notch tip.

Figure 27: Matlab code for DIC data extraction and preliminary manipulations.
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Misleading Notch Tip Positioning
As previously explained, the DIC analysis operates analyzing the grey scale of the

pattern painted on the surface of the sample. This of the painting is a fundamental step of
the process because allows to have a reliable evaluation of the deformation of the sample
during the mechanical test. Unfortunately the notched shape of the specimens in exam
is very incline to create problems with this procedure because of the extreme difficulty
in removing the paint from the narrow edge of the notch. Although the efforts, it was
impossible to completely remove the paint from that thin aperture. Therefore the notch
tip position, as far as can be approximately guessed with the naked eye, wasn’t easy to
detect due to the DIC image resolution. That led to a distorted localization of the notch
tip for all the specimens: for instance it led to consider the notch as 2−3 mm shorter than
it really was for all the specimens. Figure 28 shows the preliminary step of DIC analysis:
the insertion of a ruler in the undeformed image in order to measure the image scale,
necessary to identify the conversion between pixels and millimeters. Hence, with a basic
tool of computer graphic it’s easy to measure the scale ratio.

Figure 28: Ruler inserted in the undeformed specimen’s image in order to define the
scale.

Figures 29 and 30 represent instead the detection of the systematic error that was
made at the beginning of the study and the subsequent editing of the ROI. The problem
was solved simply by checking the printing quality and manually verifying the respect of
the theoretical dimensional specifics of the specimens, measuring them on the unpainted
side. It has been confirmed that the notches present the expected lenght, with a tolerance
grade of 0.5 mm. As it is possible to see in the left part of fig. 30, the resolution of the
image opened in the graphic interface of Ncorr does not allow to localyze precisely the
notch tip and, so, only by an eye checking of the part it was possible to clear the doubts.
Hence, from this moment forward the notch tip position within the Ncorr image was not
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anymore selected by eye, but it was chosen in correspondance of the theoretical position
it should occupy: at half of the width of the specimen. The ROI has then been modified
as shown in fig. 30 and a new DIC analysis has been carried out.

Figure 29: The notch looks a few millimiters shorter due to the presence of paint in the
slot. Left: Painted side of the specimen. Right: Clean side of the specimen.

Figure 30: Left: Drawing a new ROI in Ncorr. Right: Different localization of the wrong
and correct notch tip.

The problem that this misdetection has generated in the continuation of the study is
due to the fact that, for both the energy release rate (ERR) computation and the J-integral
formula based on the mechanical test data, the crack lenght is necessary. Having considered
the notch tip to be in a position lower with respect to the actual one, we measured in
the DIC image a crack lenght that was always overestimated and, as a consequence, we
considered the crack to open much earlier than the reality, resulting in fracture toughness

40



Initial Steps of the Study

values significantly underextimated. In fact, because of this mistake, we were not measuring
the specimen’s crack growth, but the cracking of the paint that precedes the crack onset
added to the actual crack growth. In all cases we were led to state that the specimens
start to crack before the 100th snapshot, which afterwards was demonstrated to never be
the case.

Figure 31: Paint cracking: at the moment of this snapshot the specimen is still uncracked
and the circled crack should be subtracted from the final measure of the
specimen’s crack.

Thus the ERR and J-integral results gathered with the first two methods adopted,
which are clearly affected from this prior misunderstanding, should not to be taken in
much consideration. In addition to this mistake, the actual factor that couldn’t allow
to estimate a reliable value of fracture toughness following one of these two approaches
was the impossibility of an accurate measurement of the crack lenght. The latter is the
real reason that led to abandon these two computational methods. The processes used to
compute them are instead worthy of review because they could result in a valid support
in a future study in which the precise crack lenght measure issue would be overcome.
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First Approach: Energy Release
Rate

The strain energy release rate,or simply energy release rate (ERR), is the energy dis-
sipated during fracture per unit of newly created fracture surface area. This quantity is
central to fracture mechanics because the energy that must be supplied to a crack tip for
it to grow must be balanced by the amount of energy dissipated due to the formation of
new surfaces and other dissipative processes such as plasticity. The energy release rate
is directly related to the stress intensity factor associated with a given two-dimensional
loading mode (Mode-I, Mode-II, or Mode-III) when the crack grows straight ahead. This
is applicable to cracks under both plane stress and plane strain conditions. For Mode-I,
under plane stress conditions, the energy release rate G is related to the Mode-I stress
intensity factor KI for a linearly-elastic material by

G =
K2

I

E
(17)

There are a variety of methods available for calculating the energy release rate given
material properties, specimen geometry, and loading conditions. Some are dependent on
certain criteria being satisfied, such as the material being entirely elastic or even linearly-
elastic, and/or that the crack must grow straight ahead. A method that works arbitrarily
is that calculating the total potential energy and differentiate it with respect to the crack
surface area. This is typically done by calculating the stress field resulting from the loading
and then calculating the strain energy in the material resulting from the stress field. Using
DIC we dispose of the strain fields, instead of the stress fields, and using the Hook’s law
(in case of linearly elastic material) it is possible to express the strain energy density as
function of the strain fields.

The strain-energy density of a material is defined as the strain energy per unit volume
and it is equal to the area under the stress-strain curve of a material. Thus, if SI metric
units are used, the strain-energy density is expressed in J/m3. If we apply a load to a
material it will deform. The units of energy are force·distance, so when a load is applied
and the material deforms, we are putting energy into the material. This energy introduced
into the material due to the loading is referred to as “strain energy.” We prefer to normalize
strain energy by unit volume, and when we do so, this is referred to as strain energy density.

The difference is given by the strain energy density before the propagation subtracted
by the strain energy density after the propagation because the mechanical test is displace-
ment controlled (potential energy Π= strain energy density U).
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G = −dΠ

dA
= −dΠb − dΠa

dA
=

dΠa − dΠb

dA
(18)

The ERR is an energy over area as unit of measure. The computational strategy
adopted in the matlab script consisted in computing the strain energy density in each
subset (energy over volume), sum the values of all the subsets of the ROI, multiply by
the area of each subset (energy over lenght) and finally divide the result by the measured
crack lenght (energy over area).
The first thing to do was to detect the onset of the crack’s propagation. In fact, in order
to implement the ERR approach the total lenght of the crack between two points was
required. The strategy to obtain the ERR for the specific specimen consisted of two main
steps: to compute the total strain energy density contained in the given ROI (the one used
in the DIC analysis) in correspondance of two successive instants, to multiply them by the
area of the ROI and to divide the difference between the two values by the new formed
crack area. The two aforemensioned instants are the onset of the crack’s propagation and
an instant after that the propagation has increased the crack lenght of a certain value.
To get results as accurate as possible the lenght of propagation taken into account should
not be too long because only informations related to the start of propagation are needed
(in an ideal case we would not want to use lenghts longer than a millimiter). Moreover
it’s necessary that the lenght in exam would be as straight as possible as in case of pure
tensile mode fracture. This process presented more than one obstacle to be completed and
at the end, because of these issues, another approach was preferred. One problem was
related to the identification of the exact position of the notch tip, which was necessary
to measure correctly the crack lenght. In this very step the problem related to the paint
was very influential because led to completely overextimate the crack lenght (of about 2
mm on average). Another problem was that it was very offen impossible to detect a lenght
shorter than 1 mm because the material used to open in small segments and not gradually.
Furthermore, the crack path was not perfectly straight but it was quite irregular in the
small scale so that the measurement of the exact lenght resulted impossible. Anyway,
without the misdetection of the notch tip position it is fair to think tht we could have
gotten approximated results of decent quality.
Two different kinds of ROI were used in the attempt of computing the ERR: one circular
(including the plasticity area) and one annular (excluding the plasticity area). The inner
and outer radii have been chosen randomly though (anyway the inner radius of the annular
ROI is much bigger than the area we would like to avoid).
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Figure 32: The two different regions of interest used in the DIC analysis to collect data
for the computation of the energy release rate.
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Figure 33: Displacement fields inside the ROI. The coordinates are negatives and not
centered because in this phase the reference frame was still the one of Ncorr.
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Figure 34: Strain fields inside the ROI (εzz is been computed because Ncorr doesn’t yield
it. The coordinates are negatives and not centered because in this phase the
reference frame was still the one of Ncorr.

Figure 35: Matlab code used to compute the strain energy density before and after the
crack’s propagation, needed to obtain the energy release rate.
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Second Approach: Mechanical
Test Data

Once the energy approach was abandoned, the output data of the bending test were
exploited to evaluate the fracture toughness of the specimens. In this case the DIC analysis
was not strictly necessary since the only datum that was missing in the mechanical test
data was the crack lenght, which could be measured without the help of DIC. However,
DIC was used again in this occasion in order to measure the displacement of the indenter
of the bending machine: this passage was necessary to check if the machine had registered
precise values of the indenter’s displacement.

The information gathered during the test are the force applied and the indenter’s
displacement registered by the bending machine. Hence the force-displacement curves are
obtained for each specimen.

Figure 36: Applied force registered by the bending machine versus displacement of the
machine’s indenter. In the mechanical test the displacement rate was imposed:
the registered force depends by the resistance offered by the specimen.
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Standard Test Method

The formula used to compute the SIF and J integral was taken from ASTM Interna-
tional [35] because the geometrical specifications of the specimens and of the bending test
match the ones prescribed by the standard test method.
The standard bend specimen is a single edge notched and fatigue-cracked beam loaded in
three-point bending with a support span, S, equal to four times the width, W. The general
proportions of the specimen configuration are shown in Fig.37. Alternative specimens may
have 1 < W/B < 4. These specimens shall also have a nominal support span equal to 4W .

Figure 37: Recommended Single Edge Bend Specimen [35].

Calculation of K For the bend specimen at a force P(i), calculate K as follows:

K(i) = [
PiS

(BBN )1/2W 3/2
]f(ai/W ) (19)

where:

f(ai/W ) =
3( aiW )1/2[1.99− ( aiW )(1− ai

W )(2.15− 3.93( aiW ) + 2.7( aiW )2)]

2(1 + 2 ai
W )(1− ai

W )3/2
(20)

J Calculations for the Basic Test Method: For the single edge bend specimen,
calculate J as follows:

J = Jel + Jpl (21)

where:

• Jel = elastic component of J
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Second Approach: Mechanical Test Data

• Jpl = plastic component of J

At a point corresponding to v and P on the specimen force versus displacement record,
calculate the J integral as follows:

J =
K2(1− ν2)

E
+ Jpl (22)

Jpl =
ηplApl

Bnb0
(23)

where:

• Apl = area under force versus displacement record as shown in Fig.38

• ηpl = 1.9 if the load-line displacement is used for Apl

• BN = net specimen thickness (BN = B if no side grooves are present)

• b0 = W − a0.

Figure 38: Definition of area Apl for J Calculation Using the Basic Method of [35].
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Critical Stress Intensity factor and J Integral

In the computation of K using eq. 19 it was necessary to know the crack lenght in that
particular moment. It was obtained with the time laws of the indenter’s displacement and
of the frequency of DIC image capture. As already stated in the previous works’s section,
the test has been run with an imposed displacement speed of 0.5mm/min and 0.5photos/s
were taken. To compute KI as close as possible to the crack onset, so to evaluate its
critical value KIc, the shortest crack propagation detectable by eye was chosen to start te
procedure. From the latter the number of the related image was found and consequently
the displacement value (fig. 39). The displacement value is coupled with a force value
registered in the same instant by the machine and so all the parameters needed in the
formula are now available.

Figure 39: Procedure to compute the critical value of SIF. From a given crack lenght the
image number was found and through the matlab script in fig. 42 the
displacement of the indenter was obtained.

Figure 40: The J integral was computed at maximum applied force. Area Apl was
measured by subtracting the isosceles area subtended to the linear part of the
curve from the total subtended area (fig. 38).
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The indenter’s displacement was computed with matlab supposing that it was equal
to the maximum displacement value present among all the active subsets of the given DIC
image.

Figure 41: Region of interest drawn to compute accurately the vertical displacement of
the indenter. The indenter’s displacement was supposed to be equal to the
maximum value of vertical displacement present among all the active subsets
of this ROI.

Figure 42: Matlab code used to compute the indenter’s displacement as the maximum
vertical displacement of the ROI in fig.41.
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Third Approach: Fitting of the
Williams-Westergaard’s Model

The current method was undertaken with the aim of avoiding the measurement of the
lenght of the propagated crack. In fact, this step that has negatively influenced and com-
promised the success of the first two attempted computational strategies, was not required
in this case.
The SIFs and the T-stress can be obtained by fitting the analytical equations of the
Williams’ expansion type with the experimentally-determined displacement fields. The re-
sults in terms of fracture mechanics parameters strictly depend on the dimension of the
area considered around the crack tip in conjunction with the crack length, the maximum
SIF (and thus the plastic tip radius), and the number of terms to be considered in the
Williams-type expansion [34]. Special attention is required to properly select the DIC
measurements. For example, the choice of the area of interest in front the crack tip (field-
of-view) strictly depends on to the type of the analytical model selected for the fitting of
the displacement field. In fact, real crack tip displacement fields are affected by several
factors that cannot be easily controlled during DIC displacement measurements. Crack
tip plasticity, crack closure, correlation parameters (field of view, subset size) have shown
to profoundly influence the SIF calculation.
The authors of [34] focused on the analysis of the field-of-view influence in the SIF cal-
culation from displacement fields measured using the DIC technique. This study provides
a guideline to properly select the field-of-view dimension and the number of terms in the
Williams expansion to obtain accurate SIF evaluation from DIC measurements. The re-
gressions based on the Williams expansion of the displacement fields in front of the crack
tip made adopting only the first term yield to precise SIF estimations only for very re-
stricted field-of-view dimension d (less than 0.01mm). However, the real material behavior
shows local plasticity in front of the crack tip which includes the small area where the K
regression provides accurate results. In addition, performing DIC measurements with such
small field-of-view is a challenging task and it would involve other problems with out-of-
plane displacements that affect the DIC quality. It turns out that the regression based
only on the first term of the Williams expansion is not feasable, and the additional terms
are required to be fitted. The SIF measurement based on the 2-terms regression was also
observed to provide generally inaccurate SIF values. In particular, only for field-of-view
dimensions lower than d < 0.2mm. The 3-terms regression resulted in the most stable and
accurate SIF estimations giving an accuracy of less than 5% on the SIF estimation. The
adoption of larger number of terms to fit the Williams expansion do not improve further
the SIF accuracy.
A possible approach to tackle a linear elasticity problem using experimental data is to
guess an analytical stress function, satisfying the boundary conditions, and determining
the displacement and stress field analytically. These analytical fields can then be fitted
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Third Approach: Fitting of the Williams-Westergaard’s Model

to the experimental data and the required parameters, for example, T-stress and stress
intensity factor, can be determined [27]. In this case the experimental data are those re-
lated to the opening displacement field yielded by the DIC analysis carried out during the
bending test. For this purpose the following setting parameters were adopted:

• ROI shape = Disc

• subset size = 17 pixels

• subsets spacing = 2 pixels

Coherently the analytical expression of the same opening displacement field has been
formulated. For this purpose the Williams-Westergaard (WW)’s analytical solution has
been exploited in order to extract KIc from the fitting with the experimental displacement
data provided by DIC analysis. Some simplifications have been adopted in the mathemat-
ical model because they do not influence the validity of the proposed method and don’t
exert much influence on the outcomes of the computation. The focus was set mainly on
the general process as computational tool, and not on the numerical results. In fact in this
stage it was more important to the autors to show an indicative entity of the mechanical
improvement rather then obtain very accurate final values for the two kind of specimens.
It’s easily predictable that it can be profitably applied in a more complete elastic model
that would remove the following simplificative assumptions.
Though the presence of mode mixity in the fracture behavior, due not to the loading,
which is purely tensile, but to the anisotropy of the material (in greater degree for the op-
timized configuration), only mode I has been taken into account in the calculation because
the displacement field is strongly dominated by the tensile manner and very little influ-
ence is exerted by shear mode. Mixed mode displacement fields could anyway be derived
by simply superimposing the mode I and II displacement fields, whose formulas are both
considered in the WW model. Furthermore, the term related to the T-stress in the WW
equations has been neglected because in a mode I loading case and for the given geometry
its contribution is not of much relevance. Moreover the agreement between the numerical
and experimental results obtained for the T-stress was not as good as for the stress inten-
sity factor results. Compared to the stress intensity factor, the T-stress is the coefficient of
higher order terms of the displacement field expansions, this makes the T-stress relatively
a more difficult parameter to measure experimentally [27]. Lastly, only the opening dis-
placement field, v, has been contemplated and used for the fitting procedure, because only
for this one it was possible to easily remove the rigid body motion component from the
DIC measured data. In fact, due to the antisymmetry of the v field within the Region of
Interest (ROI) adopted in the DIC analysis (which instead is symmetrical with respect to
the vertical load line as it possible to see in Fig. 43) it is possible to identify the rigid body
motion with the average value of the field itself: the theoretical average v displacement
of an area symmetrical with respect to the vertical load line should be null by definition
during the three point bending test. So it has been sufficient to measure the average v
displacement in the entire ROI, provocated by an horizontal slip of the specimen during
the test, and subtract it from the displacement value of each subset of the ROI. Instead,
for the vertical displacement component u, a robust method to calculate the rigid body
motion is more complicated to find because the symmetry that characterizes it within the
ROI doesn’t allow to apply the same method (the average displacement in this case should
not be equal to zero). The rigid body rotation is neglected because of the mode I case.
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Following the WW model the displacement field ahead of a crack tip can be expressed
as an infinite series. In a plane mode I condition this displacement field is expressed as

vI =
∞∑
n=1

rn/2

2µ
an

{[
k − n

2
− (−1)n

]
sin nθ

2
+

n

2
sin (n− 4)θ

2

}
(24)

where v is opening (y direction) displacement in mode I, µ is the shear modulus and
k = (3 − ν)/(1 + ν), because of the plane stress conditions, where ν is the Poisson ratio,
a is a constant and r and θ are radial and angular coordinates from crack tip.

By defining fn,m(r, θ) and gn,m(r, θ) as follows (Eqs.25,26), the displacement field
(Eq.24) can be written in a matrix form (Eq.27)

fn,m =
r
n/2
m

2µ

{[
k − n

2
− (−1)n

]
sin nθm

2
+

n

2
sin (n− 4)θm

2

}
(25)

gn,m =
r
n/2
m

2µ

{[
k − n

2
+ (−1)n

]
cos nθm

2
+

n

2
cos (n− 4)θm

2

}
(26)


v1
v2
...
vm

 =


f1,1 f2,1 · · · fn,1 g1,1 g2,1 · · · gn,1
f1,2 f2,2 · · · fn,2 g1,2 g2,2 · · · gn,2
...

... . . . ...
...

... . . . ...
f1,m f2,m · · · fn,m g1,m g2,m · · · gn,m





a1
a2
...
an
b1
b2
...
bn


(27)

where m is the data point index.

By expanding Eq.24, omitting the terms of order r3/2 and above and comparing with
the more common notation, using the stress intensity factor as shown in the following
equation,

v =
KI

2µ

√
r

2π
cos θ

2

(
k − 1 + 2 sin2 θ

2

)
(28)

it can be shown that:

KI = a1
√
2π (29)

53



Third Approach: Fitting of the Williams-Westergaard’s Model

in which KI is the mode I stress intensity factor. Following this approach the SIF
is simply function of a constant that can be easily calculated. There is no definite and
univocal answer to the required number of terms of the equation to obtain the best fit for
the experimental data, though an increasing precision can be expected with the addition of
more terms. Hence, the number of terms should be increased until no substantial changes
in the determined parameters are observed. In this case the first five terms were considered
although already after two terms the results were fairly stable (more terms were needed
instead to obtain stable values for the T-stress). Hence the Eq. 24 was expanded up to
n = 5 and KI , differently from Eq. 29, resulted to be function of constants a1 to a5 of
Eq. 27. At this point the SIF value could theoretically be extrapolated from Eq.27: the
matrix elements are known because they derive from the analytical model, the elements
of the displacement vector are the experimental opening displacement components of each
subset of the ROI and are provided by the DIC analysis. However, the matrix is not square
and then the vector of the constants is not computable through a matrix inversion. To
overcome this obstacle a reverse algorithm was adopted and it was applied a Monte Carlo
method, a computational technique that with the proper calibration allows to estimate
very precisely the SIF value.

Figure 43: Region of Interest for the SIF computation. The symmetry of the ROI
permitted to easily remove the horizontal rigid body displacement.
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Monte Carlo Method

Monte Carlo methods are a broad class of computational algorithms that rely on
repeated random sampling to obtain numerical results. The main idea is using randomness
to solve problems that might be deterministic in principle and their implementation is
most useful when it is difficult or impossible to use other approaches. In this case it was
applied to the measurement of KIc to minimize the residue between the theoretical and the
measured displacement field. Instead of calculating the constants’ vector starting from the
experimental displacement field and the anlytical model, the whole process was inverted.
As it is possible to observe in Eq. 29, once the constant a is known, KI is known too. With
the Monte Carlo algorithm a random sampling of an interval of constants ai was carried
out. The aim is to find the solution that reduces as much as possible the residue (the
difference between the measured and the guessed value). However, there is no guarantee
that this method converges to the unique solution of the problem. For this reason, it is
necessary to “help” the algorithm by choosing adequately and judiciously the initial guess
and the interval of search. Thus, two methods can be used:

• The solution can be predicted using FEM simulation (KI , KII and T stress can be
computed using J integral) and then be corrected by the MC algorithm.

• Prediction of the solution using non linear (NL) least square and, as before, correct
the solution using MC algorithm.

Both methods are “prediction-correction” methods. The second was adopted in this
case. About the interval of search there are no constraints: +−50% of the value predicted
by NL least square was chosen to cover the solution fluctuation.

Figure 44: Plot of residue versus constant a1: each marker corresponds to a random
a1 value selected within the scanning interval of the Monte Carlo method.

55



Third Approach: Fitting of the Williams-Westergaard’s Model

A C++ code was used to implement this computation and thanks to its high computing
performances the number of iterations of the sampling could be pushed up to 1e5 attempts
in order to obtain a very accurate estimation and an extremely little residual error.

In Fig. 44 are shown all the attempted values for constant a1. For each of those the
code computed the entire analytical displacement field and then the residual values were
calculated as follows:

residue =
N∑
i=1

(vDIC − vMC)
2 (30)

with N being the number of subsets included in the ROI and vDIC and vMC being,
respectively, the subset’s displacement measured by DIC and the subset’s displacement
calculated with the attempted ai values.

The next step is to use the attempted ai values that produce the minimum residue
(Fig. 44) to calculate the best approximation of KIc, the optimal KIc. Furthermore, now
the matrix operation (Eq. 27) can be completed and a numerical v displacement field is
gathered. Being computed starting from the optimal value of KIc, it is referred to as opti-
mal displacement field and is the numerical field that best approximates the experimental
DIC field (Fig. 45).

Figure 45: Numerical and measured displacement fields. The numerical
displacement is provided by the implementation of the Williams-Westergaard
model with the optimal KIc yielded by the Monte Carlo method. The other
field, represented by black markers, is the opening displacement measured by
DIC analysis.
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To employ this method to calculate of the critical stress intensity factor KIc, in order
to measure the fracture toughness of the specimens, it was necessary to apply it to the
displacement field measured in correspondance of the crack onset. Hence, the preliminar
information that was required was which DIC image was the one that captured the very
first crack opening around the notch tip. In fact the fracture toughness of an elastic
material in a mode I loading case is identified as the value of KI at the moment in which
the crack starts to propagate, which is KIc. To detect as accurately as possible this crucial
event, a DIC-based method was exploited and a specific matlab script has been written
with the aim of investigating the opening displacement field characterizing a new small
ROI set in the vicinity of the notch tip.

Crack Onset Detection

DIC based method

In this section the method used to identify the moment of the crack onset through a
new specific DIC analysis will be shown. The technique consists in extracting from the
ROI and processing only a few small groups of subsets and plot the related variables,
yielded from the DIC analysis, versus the snapshot number. These variables are horizontal
(opening) displacement, v, horizontal strain, εyy, and correlation coefficient (CC). The
purpose is to detect, through the observation of the variables’ trend, the crack onset and
therefore the material opening, with the associated CC increase. In fact the CC value is
directly proportional to the difficulty that the DIC software, Ncorr in this case, encounters
when it must correlate the same subsets between two successive images. This implies that
the CC value increases in case of high deformation of the subsets, a condition that is
logically expected to happen before the crack propagation onset.

Figure 46: ROI and the groups of subsets processed with matlab to detect the
crack onset. Disposition of the regions analyzed in the final method adopted
to detect the crack’s onset.
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The groups of subsets must be selected usefully and in a reasoned manner in order
to extract from them informations as clear as possible. The crack path has been visually
predetermined from the DIC images and the position of the inestigated subsets is optimized
in function of that in order to get more easily interpretable results. Moreover, the areas of
the ROI to analyze were selected differently dependently by the particular specimen under
exam and the specific variable of interest. When the focus was set on the examination of
the horizontal displacement and horizontal strain they were positioned on the sides of
the expected crack path (Fig. 49) to use the divergence of behavior after the material
opening as a detecting tool (the region on the left of the crack is expected to increase the
displacement value, the opposite for the region on the right side). To study the trend of
the CC in a useful manner the regions were located along the exected crack path (Fig. 48)
in order to analyze the slopes’ increase in the plots, which can be interpreted as a sign
of high deformation happening. On average this small regions were constituted by 6 to 9
subsets each and the mean value of the variable under exam was computed before plotting
it versus the snapshot number.

Figure 47: The aim is to determine the moment in which data belonging to different
subsets start to show a divergent behavior. Tracking the data evolution of
strategically positioned areas allows to detect the onset of the crack in the
notch tip proximity.
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Outcomes’ Analysis

In all the tests that were carried out in this study three different matlab scripts were
employed to detect the crack onset. In all cases they resulted to be in pretty good agreement
with each other and yielded a stable and apparently reliable snapshot range for the crack
onset. The first script, and the related plot (Fig. 48), is meant to analyze the trend of the
mean CC of three groups of subsets placed sequentially along the expected crack path.
It could also be updated and calibrated in order to measure the crack growth rate and
the crack lenght by mean of the investigation of the rearing’s lag between the curves. In
this case, where the interest is on the crack onset, only the curve referred to ”area 1” was
relevant: the complete plot was carried out only to have a visual confirm of the reliability
of the assumption made and the right functioning of the matlab script adopted. The CC
value that seems to correspond to a material separation it has been in all cases about 0.5.
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Figure 48: Correlation coefficient along the crack path. The curves represent the
trend of the average correlation coefficient value of three areas located along
the crack path and are indicative of the progress of the crack. The value that
resulted to be symptomatic of the crack opening is about 0.5 (black dashed
circle).

With the second script, and the related plot (Fig. 49), the trend of both horizontal
displacement and horizontal strain was studied. The snapshot range that pointed to the
crack propagation’s start was identified in a sudden slope change in the displacement curve
and with the reaching of the maximum in the strain curve. Both resulted in a very good
agreement. The rapid strain decrease means that the force applied by the opposite face of
the crack is decreased because of material separation and therefore a partial elastic recover
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is expected in this area. In addition to this, there is a loss of data due to pixels deactivation
in presence of a marked discontinuity: with the crack onset the CC value of some subsets
reach saturation and as a consequence the subset switches off and yields zero as a value
for every analyzed variable and get excluded by the mean value computation. This means
that the mean value, prived of the highest CC values, decreases. A displacement increase
confirm what was expected for the left side, which after the crack opening, starts to slide
towards greater y values. The opposite behavior was expected for the right side.

In the third script, and related plot (Fig. 50), the focus of the investigation was set
on the displacement of the subset presenting the maximum CC value within the entire
ROI. The localization of its position was expressed in terms of polar coordinates with a
reference frame set in the notch tip. Hence, the radial and angle coordinates with resect
to the notch tip and the notch front’s plane were measured. Mean CC value of the ROI
and peak CC value were plotted too, in order to verify the expected divergence between
these two curves.

The goal is to track the crack front displacement following the displacement of the
peak CC value. In fact, the assumption is that the area which is immediately forward to
the crack front should be the one characterized by the highest CC value. For every test
the first 50 to 80 snapshots are characterized by very unstable data for what concerns
radius and angle plots: this can be interpreted as an indicator of the fact that noisy data
around the whole ROI are still responsible for CC values higher than the CC value yielded
from the notch tip area. This means that close to the notch tip there is not a prominent
increase of CC yet, and therefore the deformation is not evident. The position of the peak
CC continuosly changes in this part of the graph, popping out in random spots that are
usually close to the ROI border. This assumption seems to be confirmed by the almost
unperceptible difference between the peak CC and mean CC curves in this initial part
of the plot. After instead, it is possible to notice a net divergence between the two of
them. When the radius and angle curves stabilize and drastically decrease their absolute
value it means that the highest CC, and consequently the highest deformation, is in the
notch tip area. From now on the curves represent the CC trend of the notch tip area. In
the optimized specimens the plots remain partially unstable also after the central part of
the graph because the material deforms and separates not properly in proximity of the
notch tip but, also simultaneously, in multiple spots along the weaker welding lines. The
snapshot range was selected where CC reaches 0.5 and the radius presents a very tiny
value.
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Figure 49: Top: opening displacement beside the crack. The fracture provokes a sudden
slope change. Bottom: horizontal strain beside the crack. The fracture has
been identified in correspondance of the peak.
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Figure 50: Displacement of the peak correlation coefficient value. The aim is to
track the crack front displacement following the displacement of the peak
value of the correlation coefficient. The assumption is that the area
immediately ahead of the crack front presents the highest value.
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Crack Onset
The three crack onset detecting methods always resulted to be in good agreement

and pointed out to the same snapshot range. Anyway it doesn’t seem to the autors that
this method could guarantee enough precision to identify the exact moment of the crack
start in a particular snapshot. Hence, in this work a range of 10 snapshots in which it is
possible to say with a very high degree of confidence that the crack onset surely happens
has been identified for every tested specimen. Therefore, an average SIF of the range has
been computed in order to get a statistical comparison between the specimens instead
that a precise value for each sample.

The following snapshot ranges were extrapolated for the six samples tested:

Snapshot Range
C1 170-179
C2 155-164
C3 165-174

Opt1 140-149
Opt2 165-174
Opt3 140-149

Table 7: Crack onset’s detection data for the tested specimens: 3 classical (C) and 3
optimized (Opt). For each sample a 10 images range was selected.

These ranges were converted in a value of the indenter’s displacement through the time
law of the deformation imposed during the test and the frequency of image acquisition of
the camera. Afterward the obtained values were reported in the force-displacement curve
of the bending test to see how the detected crack onset was located with respect to the
maximum force value. As it is possible to observe in Fig. 51, the snapshot ranges were found
always in the close proximity of the maximum of the curves, with the exception of one case.
This is a further confirm that the detecting method can be considered fairly reliable. The
specimen which presented the odd result is one of the optimized beams. This makes sense
because those were the specimens more likely to present an hardly predictable behavior,
due to the not homogeneus and gradual opening of the material which characterises them.
In fact, it is possible that the rectangular regions (Fig. 47) , used to analyze the trends
of the variables observed to detect the crack onset, were not adequately positioned in this
case and could not predict the actual behaviour of the specimen, missing the spot where
the first crack appears.
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Figure 51: Mechanical test. The crack onset was detected almost precisely in
correspondance of the peak force value. The only exception is specimen opt2
(the onset is detected when the applied force is already drastically decreased
and the specimen should be already broken).

SIF comparison
The Poisson ratio and Young modulus considered in this last calculation are those of

homogenous ABS (E = 1.2MPa, ν = 0.35) for both classical and optimized specimens,
hence a little overestimation of all the final numeric values is expected because a stronger
material structure is supposed. The results referred to only one snapshot (the central one)
belonging to the chosen range for every specimens are reported in this section. The other
snapshots, being close to each other and belonging to the very same phase of the bending
test, yield very similar results. The lowest value of KIc of the optimized specimens is
always higher of the highest value of the classical specimens. The average improvement
obtained with this optimization in term of stress intensity factor for a mode I loading case
is about almost 15%.
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Critical SIF MC simulation
Classical Samples MPa ·

√
m

C1 4.34
C2 4.75
C3 5.05

C average 4.71
Optimized Samples

Opt1 5.28
Opt2 5.57
Opt3 5.30

Opt average 5.38
% improvement 14.2

Table 8: Stress intensity factor yielded from the Monte Carlo method for the 6 bending
specimens: 3 classical (C) and 3 optimized (Opt).

Figure 52: Stress intensity factor yielded from the Monte Carlo method for the 6 bending
specimens: 3 classical (C) and 3 optimized (Opt). On the right also the values
obtained with the non linear least square analysis is reported.
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Conclusion
The mechanical test shows that an actual improvement of the mechanical resistance can

be observed in the first part of the force-displacement curves. The slope is in fact steeper,
which is a sign of increased resistance and stiffness. Also the maximum force is higher,
which means that in order to break the optimized specimens the bending machines had to
apply an higher load (in fact the crack onset has been detected very close to the peak force
value). The optimized specimens crack, on average, at a smaller snapshot number, which
means at shorter time and then in correspondance of a smaller indenter’s displacement.
While the maximum force during the test is higher for the optimized ones, the maximum
displacement is higher for the classical ones, probably due to the fact that the optimized
specimens present a collapse in presence of welding defects.
Although the comparison between the classical and the optimized specimens could seem
improper because they don’t break in the same fashion (optimized never brake in the
notch tip) this doesn’t affect the validity of the study. On the contrary, it testifies that
the potential enhancement due to the optimization of the filament deposition could also
be stronger in absence of the welding flaws. In fact the failure far from the notch tip
doesn’t allow to reach the load that would be able to break the optimized specimens in
the notch tip as the classical ones. It’s reasonable to expect that, using a stronger kind
of extrusion material (like metal) or a more precise printing machine able to avoid these
printing defects and air gaps, the effects of this innovative optimization could result in
even better improvements.
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