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ABSTRACT

Nowadays, the analysis of data from Online Social Networks (OSNs) is one of the main areas of interest for companies involved in data analysis. A particular type of OSNs are Location-Based Social Networks (LBSNs), which in addition to providing the normal functions of social networks add location-based services. This research aims to analyze the data of one of the most widely used LBSNs at the moment, namely Twitter, and calculate the entropy variation of the latter to identify any anomalies in different geographical areas. A careful analysis has been carried out on what is currently the panorama of data analysis made on the most used social networks at the moment. The result is the enormous difficulty in obtaining data from LBSNs due to the privacy restrictions imposed in recent years. In this project a code has been developed that allows to obtain in real time the geolocalized data coming from Twitter. Subsequently these data were analyzed and filtered to be subjected to different statistics, in this context was developed an interactive map in Python that allows to see the distribution of tweets in the different areas of the chosen geographical areas. The proposal is tested on a set of data collected by Twitter during a month in Madrid and compared with another set of data from Rome. Finally, an algorithm was applied to the data obtained for the calculation of entropy provided by the Department of Telematic Engineering of the University Carlos III, which allowed us to analyze the trend of the crowd during the period examined. Finally, this work aims to provide both the methods to obtain geolocalized data in Streaming from Twitter and those to analyze them carefully. Our goal is to find anomalies. The most obvious in a short trace in which nothing unusual happens is that the behavior on the weekend is different from the labour day, but the objective is to detect any other unusual behavior.
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1. INTRODUCTION

The amount of socio-economic data generated every day has grown dramatically in the recent years thanks to the spread of large-scale internet connection and the increased availability of electronic devices. The use of these leave a huge amount of digital traces of various kinds: photos, emails, call logs, information on purchases made, financial transactions, interactions in social networks.

Big Data are data characterized by volume, speed and variety: they are extracted and processed at high speed and collected in large datasets, which are made up of informations from different sources and therefore they are not only structured data. Collect data is typically difficult and time-consuming, both in terms of time and money, however, there is much enthusiasm surrounding Big Data due to the perception of great ease and speed of access to a large amount of informations at low cost.

In literature, many works report that the ways in which these data are exploited are constantly growing up. The aim of this research project is to focus on a particular type of Big Data: those coming from social networks. These are particularly interesting because they allow the understanding of what people "think", since nowadays they express on digital platforms and without censorship their ideas and feelings about any topic and they tell many events of their lives, from the most important private events to small daily mishaps. Three main social networks have been identified: Twitter, Facebook and Instagram, which are the ones that produce the most amount of data in this historical moment and, most important of all, they are most used. One of the main goal of this research project is therefore to focus on the geolocalized data that can be extracted from these social networks [1].

Many official tools are available for extracting published data and different methods have been tested within the last recent years but some of these are limited for many reasons. The violation of privacy is one of the biggest issues of this kind of approach but also the representativeness of the data obtained, the self-censorship practised by the author, the difficulties in accessing all the published posts/tweets, the presence of missing data, the presence of possible errors of interpretation generated by the irregular syntax and the particular language used on the net are problems that require particular attention and care.

In this context this research project would like to highlight the potential, the difficulties and the limitations of the above cited problems and suggest interesting ideas of applicability. In particular, it has been chosen to focus on the usefulness that the collection of data taken from a certain geographical coordinates could have. Afterwards, the data obtained were used to make various statistics, comparisons and finally to calculate entropy using a specific algorithm. The applicability and the benefits of these kind of source could be used for many goals: understand how people move, investigate the reasons of their behavior and finding any anomalies.
1.1. Aims and Objectives

According to M. Russell [2], “the Web’s ongoing evolution is an important step forward because it provides an effective mechanism for embedding ‘smarter data’ into web pages and it is easy for content authors to implement”. Internet users are no longer passive consumers. By using Online Social Networks (OSN) they have become active participants connecting, producing and sharing information, experiences and opinions with each other. This large amount of data can be used in a very smart way to obtain information about people all over the world. In this specific case, we focus on the way people are located around the world. Public opinions can be extracted in the form of metadata and these are of interest to researchers, sociologists, journalists, marketing professionals and opinion tracking companies as well as the number of information processed by companies is increasing for online data analysis. Their interest focuses on the fast discovery of trends that it is possible to take from social media platforms. Therefore, an efficient tool is needed to automatically identify the position of people that publish at any time on social networks in order to predict their future positions all over the world.

The retrieval of information concerning the geographical location of the various contents published by users on social networks is the starting point of this work. Specifically, this project focuses on data from the most used online social networks: Facebook, Instagram and Twitter. Indeed, they produce the greatest amount of metadata daily with the respect to all the others social media together. Moreover, a further selection has been made within the work and Twitter has been preferred to the other two because Facebook and Instagram (that are part of the same company, Facebook Inc. [3]) have restricted privacy policies limiting the scope of data extraction, this choice is discussed more in detail in the next chapters. Facebook shows personal preferences through visual orientation. On the other hand, Twitter is more text-oriented and it has released Application Programming Interface (API) to collect public data before the former. According to Jimmy Tidey “Twitter is wonderful for research: it’s public by default, and the platform is happy to share of data with users. It also has a ‘town square’ atmosphere, it’s a place for discussing big issues of the day.” [4]. Moreover, talking about numbers, twitter has more than a billion tweets published per day. The considerations made above are the main reasons why it was decided to chose Twitter as the source of data for this research thesis.

In order to frame the problem and approach it from the better perspective the first step of this work has been studying and analyzing the literature concerning the three social networks. It has been required to analyse the different APIs proposed for data scraping in order to understand limit, features and constraints. After this preliminary task Twitter has been selected as tester for the work. As we have explained the idea is to obtain precise geographical location of the various tweets and this is possiblely by analyzing the messages they contain. As a matter of fact, they always contain information concerning the position from where the tweet has been posted. In order to do so, a python script was developed that collects streaming data containing geolocalized tweets and made it work for a month...
during the Christmas period. The data, which were captured for the cities of Madrid and Rome, were then filtered and processed with entropy algorithm to check for any anomalies or make future predictions.

Therefore, the objective of the thesis can be stated as follows:

- Extend the literature review contents to the topics concerning the project,
- Define a proper theoretical background that includes and describes the aforementioned topics,
- Familiarise with different tools and techniques used to obtain data from Facebook, Instagram and Twitter, understand their features and drawbacks,
- Familiarise with the python language, specifically with the procedures and APIs that allow data to be captured from the Internet
- Create scripts able to capture geolocalized data from different social networks
- Familiarise with json format and be able to analyze it
- Manage, modify and apply the existing entropy algorithms
- Evaluate, analyse, compare and comment the results

1.2. Thesis Outline

The master thesis is therefore structured as follows:

**Chapter 1** Is the introduction and gives an overview of the work and the background, contains the objectives defined for the present research project and the structure of the thesis.

**Chapter 2** Present the three different topics on which the thesis is focused: Web Scraping, Big Data Analysis and Entropy evaluation. It will provide a definition and a deep description of fundamental aspects of those. In addiction it will provide an analysis of the state of the art of the social networks in question.

**Chapter 3** Discuss about the process to extract information from Social Network, which is one of the core subject of the thesis and analyse deeply a vide range of aspect of it. In particular, it will focus on the differences between the three social networks and the limits of them.

**Chapter 4** Gives the methods used to obtain geolocalized data from the various social networks in question, It also shows the limits detected that have affected the development of the project
Chapter 5  Will highlight the methodology followed during this project. In particular it will be pointed out the challenges concerning the work and their origin and the solutions and approaches proposed to overcome them.

Chapter 6  Contains the tests and results of this individual research project. It will give an overview on the data obtained, how they were processed and analyzed.

Chapter 7  Contains the conclusion of this individual research project. It will give an overview on the different objectives of the work, how they have been dealt with and what results have been achieved. It also provides possible applicability of this work to real life and probable future evolutions.
2. BACKGROUND

This thesis has addressed three different topics, although intertwined: Web Scraping, Big Data Analysis and Entropy estimation. Therefore, in this chapter we will discuss the main theoretical foundations and the state of the art of these topics.

2.1. Web Scraping

Billions of photos. Tens of millions of videos. Blog posts and online newspapers are virtually impossible to quantify, as are status updates on Facebook, Twitter tweets and images on Instagram. Every day the web is filled with new content, data and information of all kinds created by the billions of users [5] who daily connect to the Net from the four corners of the Earth. Data of great importance for all those companies - such as Google and Facebook, just to name a few - interested in the world of online advertising in various ways. Thanks to the user generated content (but not only) these companies are able to study the habits of Internet users and propose personalized advertisements (the so-called tracer advertising [6]) to capture the attention of potential users.

This information, however, can be of interest to all companies present online. From online posts and publications on blogs and newspapers, in fact, it is possible to deduce what the public's opinion is and evaluate the web reputation of companies and individual citizens (such as politicians, for example). All this is made possible by web scraping, an activity that allows you to "fathom" the entire network in search of information from blogging platforms, social networks and much more.

2.1.1. Basic Description of Web Scraping

The term web scraping refers to different methodologies that allow to extract and collect data and information from the Internet. Generally, this action is carried out through software that simulates the navigation in the web made by users in flesh and blood going to "pick up" certain information from different web portals. The purposes, as already mentioned, can be multiple: from monitoring the progress of an online promotion to the search for sensitive data and information to be resold to other users [7]. Web scraping (also called web data extraction, screen scraping or web harvesting) is, in fact, a form of data mining, which allows you to come into possession of data not necessarily in the public domain (or not immediately accessible). For this reason, web harvesting is not always well received: some managers prevent users from saving pages of their portal.
2.1.2. How works Web Scraping

In order to obtain data from the Network and from the web portals, different tactics can be implemented. All, however, are characterized by the use of API that allow you to access in rapid sequence to the web pages and extract the required data. Using bots and other automated software systems, the online navigation of human Internet users is simulated and access to web resources is required, just like with a normal web browser. The server will respond by sending all the requested information, which can be collected in large databases and analyzed and cataloged as if they were big data (we’ll talk about it later). In the Fig. 3.1 we can see how web Scraping works.

![Fig. 2.1. The process of web Scraping][8]

2.1.3. Technique of web scraping

In order to obtain data from the web and use them for one’s own purposes, different strategies can be implemented, depending on the means and resources available. These range from ad hoc strategies, which require human intervention for the selection of "materials", to fully automated ones, which use machine learning to relieve the human user of any task. Most of the web scraping techniques used by the main social networks are explained in great detail by Matthew A. Russell [2].

Manual copy and paste. Sometimes not even the best software or web scraping technique can replace human eye examination and manual copying and pasting. Sometimes, moreover, this is the only possible solution, since some web portals prevent the automatic search of data and information.

Parser HyperText Markup Language (HTML). Many websites are based on automatically generated pages based on data and information stored within large databases. In cases like this, the information is organized within pages or templates so that it can be
found more easily. Thanks to ad hoc software called wrappers, it is possible to extract data of the "same nature" by identifying which are the templates and exploiting them for web data extraction.

**Web scraper.** Over the years, various software and tools have been developed that can automatically recognize the structure of the web page and go to "fish" the information required without the need for any human intervention.

**Computer Vision.** Using machine learning, web harvesting techniques are being developed that "see" and analyze web pages following the same patterns usually used by a flesh-and-bone user. This greatly reduces the amount of work required of web scraping software and provides more relevant information.

2.2. Entropy

In the following sections there is a brief explanation about general concept of entropy with a deeper clarification on the Shannon Algorithm that we have used in this work.

2.2.1. Basic Description of Entropy

The concept of entropy [9] was introduced at the beginning of the 19th century in the field of classical thermodynamics, in close connection with its second principle. In the thermodynamic context, entropy is a characteristic quantity that expresses how much a system is able to host spontaneous transformations with consequently lost of ability to perform work when such transformations occur. In simplified terms, the value of entropy increases when the system undergoes spontaneous changes and therefore loses part of its capacity to undergo such changes and perform work. Entropy is therefore an expression of the "degree of disorder" of a system: an increase in disorder corresponds to an increase in entropy and, conversely, a decrease in disorder is associated with a decrease in entropy. As a measure of the degree of disorder or indeterminacy of a system, the concept of entropy could be extended to areas of application far from physics, first and foremost the theory of information.

2.2.2. Shannon Algorithm

In the 1940s, Shannon succeeded in defining the equation with which to calculate the level of unpredictability of an information source [10], noting that its formula was practically the same as that with which Boltzmann had calculated the entropy of a thermodynamic system. For Shannon the problem was to measure how much "information" a given message contains, and therefore, consequently, how much it costs to send it, given a transmission system and the difficulties that a transmission channel (generally disturbed by "noise") can find. His intuition was to equate the degree of ignorance with disorder:
the "message" is the amount of information that makes the receiver go from a state of uncertainty to a state of order (or, if you want, less uncertainty). As demonstrated in Shannon’s first theorem, it provides the minimum average number of symbols needed to encode the message itself. In this context, entropy measures the amount of uncertainty or information present in a random signal, which can also be interpreted as the minimum descriptive complexity of a random variable, i.e. the lower limit of data compression. In this project the Shannon algorithm will be used to measure the expected uncertainty of a sequence of symbols belonging to an alphabet L, a wider review on this topic can be found in [11]. In the Fig. 3.2 it shown how Shannon Entropy works with an example using letters, in fact, we can see that as the number of letters increases (disorder), so does also entropy.

![Shannon Entropy Diagram](image)

Fig. 2.2. An example of how Shannon Entropy works [12]

### 2.3. Big Data Analysis

The term Big Data means a collection of data of large size, whose size and complexity is such that it cannot be treated with the classic tools of Business Intelligence and traditional data analysis.

#### 2.3.1. Basic Description of Big Data Analysis

Big Data Analytics then refers to the process of collecting, organizing and analyzing these large amounts of data in order to obtain from them useful information for the various domains of application of the technology. The birth of Big Data is due to the exponential evolution of information in recent years. In fact, in more and more fields, it is necessary to find and analyze a lot of heterogeneous information in a very short time. A classic example is the one given by the industrial sector, where thousands of sensors collect data every small interval of time; such data must then be obviously stored and analyzed, perhaps in real time to make any timely decisions (imagine if they are data that control the temperature of a nuclear reactor!). None of this data can be deleted, as it could be of great importance in the future. This certainly contributes to an enormous increase in the volume of data. Nowadays, more and more important is the collection of data made by social networks, this because it allows us to understand the behavior, opinions and in our specific case the
position of people. Mainly in this work are collected data in json format, which will then be processed later.

2.4. Social Media

A social network is a formal or informal structure of a group of connected individuals; the definition given by anthropologist J.A. Barnes is as follows: "set of points joined by lines". The points represent people or even groups and the lines indicate which people are interacting with each other. Relationships can be implicit or explicit, and they can happen not only in the real world but also on the Net.

Online social networks are developed through social media, internet-based applications built on the ideological and technological assumptions of Web 2.0, in which users can create and share content of which they themselves are the authors; it is the latter feature that distinguishes them from traditional media [13].

Six different types of social media can be identified (blogs and microblogs, social networking sites, virtual game and social worlds, collaborative projects and content communities), and not all of them allow to create a social network within them. Wikipedia, for example, is a type of social media called 'collaborative project' because it involves users to work together to create content that will then be available on the Net to anyone interested, but it does not allow to create a relationship between employees. A social media to be also a social network must meet the following conditions

- there must be specific users;
- users must be connected to each other;
- two-way communication between users must be possible.

The minimal conditions mentioned above suggest that social networks produce relationships and content. The social networks inside the social network can be pre-existing or be born through it. The contents created, shared and exchanged are texts, videos, photos, applications and so on, leaving a lot of freedom to the user to express his personality and interact with those who share his interests, passions and activities. When we later talk about social media in this essay, we will refer to the subset of social networks.

2.4.1. Reasons for researchers’ interest in social networks

It seems that by now few people don’t have an account in one of the main social networks; they tell (almost) all the important events of their life and the small events of everyday life, freely express their ideas, opinions and emotions and interact with other users. So it’s no surprise if you have tried to discover the best ways to exploit this ocean of information in order to explain complex social phenomena or even to predict them.
Literature on this subject is growing exponentially, as are companies that offer analysis of data extracted from social media. "Social networks are more curious than other Big Data sources because they provide information about what people think. Analyzing social media is like bringing people’s voices into organizations and the advantage goes to those who know how to focus on the right signals, extract relevant information, process them quickly and modulate their actions accordingly", this is the thought expressed by Stephen Rappaport, Knowledge Solutions Director of the Advertising Research Foundation, in a report he presented to the UN Global Pulse and Unicef, in July 2012. Social media allows you to know in real time what is said on the Net, aggregating separate pieces of information, which as a whole can generate a coherent mosaic. "Social media gives us an unprecedented opportunity to know what everyone is saying about everything," said Filippo Menczer, associate director of the Center for Complex Networks and Systems Research at the University of Indiana, summarizing the potential of new media analysis.[14] The analysis of data provided by social media can be useful to understand public opinion on certain issues and monitor changes continuously and in real time; it is comparable to questionnaires carried out in a passive, intensive and inexpensive way. Unlike the latter, however, it is not limited to the predefined questions, but it is the people themselves who decide what to talk about and how to talk about it, thus avoiding missing answers, induced or strategic, not requiring the respondent to appeal to memory reporting his experiences or past impressions and allowing to understand how and when the opinion was formed. Noah Smith, an assistant professor of computer science at Carnegie Mellon University, says that Twitter data can help researchers answer a series of sociological questions that would otherwise be difficult to approach with other traditionally adopted methods that would be too slow and expensive for the large number of interviews needed.[14]. Telephone surveys are the traditional method used for social science research to capture public opinion. However, this methodology is suffering from a decline in validity due to a reduction in the use of household lines replaced by mobile phones, an increase in the non-response rate and errors caused by the self-declaration of the respondent. Since telephone interviews have organisational costs and require the use of human resources, they are conducted on a bi-weekly or monthly basis, so that changes in public opinion are not available on a daily basis, it is not possible to reflect the rapid changes in a dynamic society such as the current one. To overcome these obstacles we are trying to understand if a semantic analysis of user-generated content can help to predict human behavior since through social media an individual expresses his ideas publicly. A study by Fu and Chan (2013) relates these two methodologies by comparing the results they obtained in Hong Kong in judging government performance. From the beginning of April to the end of June 2011, 66,468 posts containing terms related to the Government were collected and analysed by a classifier (whose accuracy had been estimated at 79%) which allowed to calculate for each day a score for the negativity of the judgments expressed. The results of the telephone surveys, on the other hand, were provided by the country’s two main survey sites, which publish monthly results on people’s opinions on the main political figures: the site of the Public Opinion Programme of the University of Hong Kong (HKUPOP) and that of
the Institute for Asian Studies of the Chinese University of Hong Kong. The percentage of responses that showed little satisfaction with government policies, calculated on the total number of responses obtained, was interpolated using the Autoregressive Integrated Moving Average (ARIMA) method of Box and Jenkins, and compared with the daily trend of opinions expressed in social media, revealing a significant correlation between the responses of respondents and the messages published online. The study showed that, despite the fact that the sample considered using social media is elitist, if compared with the random sample of telephone interviews, it still seems possible to adopt user-generated content to predict public opinion, or rather to predict the interpolated monthly results of telephone surveys, with a time lag of 8-15 days. Obviously it does not want to replace the traditional method, but it could be a complementary approach that enriches the results that can be obtained, with limited costs and a good temporal granularity in the results. An analysis whose source of data is represented by social networks begins with the definition of the most suitable combinations of keywords to find out as much as possible on the subject of their investigation.

Fig. 2.3. Big Data in Social Networks [15]

2.5. Case study: Facebook, Instagram and Twitter

In this thesis project we have chosen to analyze the three main Social Networks that are currently the most popular and from which you can get a lot of important data. Then in these paragraphs will be presented the latter and the state of the art of these within the Scraping of Data.
2.5.1. Facebook

Facebook is the most used social network in the world [16], and contains many users that can be a country in its own right. Facebook is a social networking service launched in 2004. The site was founded in Cambridge, USA, by Mark Zuckerberg and his university friends Eduardo Saverin, Dustin Moskovitz and Chris Hughes. Originally designed exclusively for Harvard University students, it was soon opened to students from other schools in the Boston area, the Ivy League and Standford University. It was later opened to high school students and then to anyone over 13 years of age. Since then Facebook has been a huge success: it has become the second most visited site in the world, preceded only by Google. The social network is available in over 70 languages and in October 2012 it counted about 1 billion active users who log in at least once a month, and also in 2012 Facebook had "its debut on the stock exchange". The name of the "social" is inspired by a list with the name and photograph of the students, which some universities in the United States distribute at the beginning of the academic year to help students to socialize. Users can access Facebook through a free registration, where they are asked for personal data including name, surname, date of birth, origin and e-mail. Once the registration is complete, the user creates his profile, with photographs, personal notes, status updates, creates his "network of friends". can found and join groups with common interests or otherwise.

The main features of the platform are:

- the news-feed, an aggregator of content and updates of its own and of friends
- the possibility to add friends (create a bidirectional relationship between users)
- follow a profile (create a one-way reaction)
- publish new content (practically all types of media, from text to video) that will appear in our news feed and in that of friends and people following us
- leave a "like" to a content that we find in the news-feed, generally to indicate appreciation
- commenting on a content or responding to another comment, creating a discussion under the content
- "tag" a friend in a post so that there is certainty that it will be seen by him as well as all our friends.
- share a content so that it is visible on the news-feed of who you have as a friend or you follow (in fact, carries information along the link)
- search for other users through complex searches
- send private messages to pages and/or other users
• advanced features such as voice and video calls, marketplace, etc. ...

As you can see Facebook more than a social seems a complete Web service of everything, in fact the complexity lies precisely in the infinity of actions that a user can perform.

But of this multitude we can be considered only three feature: like, comment and share, because already this small subset allows you to make very promising and useful analysis.

2.5.2. Twitter

Born in 2006 in San Francisco, Twitter is a social network that provides users with a profile page to be updated from time to time with text messages up to 140 characters long. It is a free microblogging platform, built entirely on Open Source architecture. Updates can be made through the site itself, via SMS, with instant messaging programs, e-mail, or through various applications based on the Twitter API. The name "Twitter" comes from the English verb to tweet: "twitter". Updates are instantly displayed on the user’s profile page and communicated to users who have registered to receive them. You can also limit the visibility of your messages or make them visible to anyone. The value of this social network has been estimated at around 8.4 billion dollars and on 22 February 2012 reached 500 million active users who access at least once a month. The service has become extremely popular thanks to the simplicity and immediacy of use. There are several examples where Twitter has been used by users to spread news, as a tool for participatory journalism.

The main functions provided are:

• the stream-feed, aggregator of contents (tweet) of the users that we follow
• the possibility of following other users (a one-way relationship) and being sequels
• create tweets with a maximum length of 140 characters (120 in the case of links or photos) and share them with users who follow us
• put a "favorite" to a tweet as appreciation (add the tweet to our favorites, a collection of tweets that we find interesting and that we have decided to keep)
• share a tweet, even adding new words (retweet - RT)
• Replicate to a tweet or another replica
• use hashtags () followed by words describing a context and to associate our tweet with a trend
• search and display all trend tweets and/or other searchable users uncomplicated
• send private messages to other users
2.5.3. Instagram

The application launched on October 6, 2010, which brought a new way of communicating into the world of social media. Instagram was created as a platform dedicated exclusively to lovers of photography, to those who want to express their mood with an image or share with their friends the last photo taken on holiday or at work. Over the years, the social platform has changed profoundly, first giving users the opportunity to customize their posts by adding hashtags and then adding the opportunity to upload even short videos. The success of Instagram is mainly related to the instantaneousness, the ability to upload an image in a few seconds, to change it by applying a filter and to share it with an audience of over 500 million active users every month.

The two founders, Kevin Systrom and Mike Krieger, launched the application on October 6, 2010, initially only on the App Store. In less than two months Instagram reaches one million users and in 2011 the possibility to add hashtags to your photos is integrated. Over the years the social platform has changed a lot, even if the mission has remained the same, offering photography lovers a space to share their images and passions.

In August 2011, the 150 million images shared on Instagram were overcome, while the following month the first major update of the application was released. With Instagram 2.0 new filters are added, high resolution images are supported, new frames to be applied to the images and a new icon, which will be the symbol of the application for five years. A few days after the release of the update, Instagram announces that it has exceeded 10 million users.

2012 is a turning point year. Although the application continues to receive investments from large U.S, the founder of Facebook, Mark Zuckerberg, decides to buy Instagram in April 2012 for a sum of about a billion dollars, including cash and shares. With a decisive action Facebook buys an application that opens the door to the world of young people. A few days before the announcement of the acquisition by Facebook, Instagram launches the application on the Google Play Store: in three months exceeds one million downloads and in just under a year reaches four million. A success that projects the application into the elite of social platforms.

The user interface is completely disrupted to improve usability and speed up the navigation of your bulletin board. Instead, in June 2013, with the release of the update Instagram 4.0 is added the ability to shoot videos with a maximum duration of 15 seconds. In the meantime the application has exceeded 100 million active users and is close to 150 million.

In March 2016 is released the new feature Instagram Stories. Each user can publish images that are deleted after 24 hours. With Instagram 9.0 is also changed the graphical interface with the ability to see the Stories published by our friends directly on the home of Instagram.
3. GETTING DATA AND INFORMATION FROM SOCIAL NETWORKS

In this chapter we present briefly a process model that allows to extract the necessary information for the analysis directly from the social networks in the studio.

3.1. Choice and Definition of Input and Output

Firstly we should define the characteristics of our data necessary to drive forward our research. The data input, in our case, is represented by the posts or tweets on the social platforms, while the output will be represented by these data in optimal formats for analysis and archiving, in our case shown in json format.

3.2. Input Format

In order to carry out the metrics and the data analysis derived from social networks, the first step is to find a way to obtain this data and to define a clear and easily repeatable process through the knowledge of the input data and the definition of the output format. We start by defining how Facebook, Twitter and Instagram process and store the data of their posts. Both social networks use a structure for their posts that identifies two different fundamental parts: data and metadata.

The data are the information of the post visible to the user through the graphical interface of the social network, they are also the information on which a user can actually and consciously intervene by modifying them. Metadata, instead, are not visible to the user, but available thanks to precise requests to the API.

The distinction between these two entities is often not really easy. This is due to the fact that the main social networks do not use a unique format for viewing posts and storing them. As a result of this we have different formats and metadata in the different social networks available.

3.2.1. Facebook: data and metadata

Analyzing a single Facebook post Fig. 4.1 we can extrapolate the information viewable by the user and then create the set of data that is provided.
Referring to Fig. 4.1, we can summarize the data as it can see in the table 4.1.

<table>
<thead>
<tr>
<th>POST</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Post Author</td>
<td>Eminem</td>
</tr>
<tr>
<td>Content</td>
<td>Text and Photo</td>
</tr>
<tr>
<td>Like</td>
<td>Numbers of like and details of them</td>
</tr>
<tr>
<td>Comment</td>
<td>Numbers of Comment and details of them</td>
</tr>
<tr>
<td>Share</td>
<td>Number of shares</td>
</tr>
</tbody>
</table>

TABLE 3.1. DATA OF FACEBOOK POST
If we break down the previous points for metadata in the table 4.2, we can immediately notice the large number of fields that concerns the metadata of a post. The number of information shifted from just five to twenty-three of first level, because many of them contain several subfields (e.g. information about the author: user_ID, userpage_Link, username). For the aim of this work we do not need all of this information so we will focus our attention only on the fundamental metadata.

<table>
<thead>
<tr>
<th>POST</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>post_ID</td>
<td>unique identifier of the post</td>
</tr>
<tr>
<td>post_link</td>
<td>Post URL</td>
</tr>
<tr>
<td>admin_creator</td>
<td>information about the author of the post</td>
</tr>
<tr>
<td>app</td>
<td>from which type of device the post has been published</td>
</tr>
<tr>
<td>created_time</td>
<td>date of creation of the post</td>
</tr>
<tr>
<td>intra-link_description</td>
<td>description of any link present</td>
</tr>
<tr>
<td>feed-targeting</td>
<td>information for RSS feeds and groups</td>
</tr>
<tr>
<td>publish_time</td>
<td>date of publication of the post</td>
</tr>
<tr>
<td>from</td>
<td>user of origin of the post</td>
</tr>
<tr>
<td>hidden</td>
<td>true if the post is not visible</td>
</tr>
<tr>
<td>link</td>
<td>series of links in the post</td>
</tr>
<tr>
<td>message</td>
<td>post text message</td>
</tr>
<tr>
<td>message_tags</td>
<td>information about the mentions in the post</td>
</tr>
<tr>
<td>entity-properties</td>
<td>used in case of video</td>
</tr>
<tr>
<td>shares</td>
<td>number of shares and information on them</td>
</tr>
<tr>
<td>likes</td>
<td>number of likes and information about them</td>
</tr>
<tr>
<td>comments</td>
<td>number of comments and information on them</td>
</tr>
<tr>
<td>to</td>
<td>user to whom the post is addressed</td>
</tr>
<tr>
<td>type</td>
<td>type of post (video, photo, text, ...)</td>
</tr>
<tr>
<td>updated_time</td>
<td>date of last modification of the post</td>
</tr>
<tr>
<td>picture</td>
<td>photo attached to the post</td>
</tr>
<tr>
<td>place</td>
<td>place of publication of the post</td>
</tr>
<tr>
<td>privacy_settings</td>
<td>privacy guidelines for the post</td>
</tr>
</tbody>
</table>

TABLE 3.2. METADATA OF FACEBOOK POST

3.2.2. Twitter: data and metadata

Looking the Fig. 4.2 we can see an example of tweet and finding out how Twitter differentiates between data and metadata:
The most relevant information is also briefly summarized in the table 4.3:

<table>
<thead>
<tr>
<th>TWEET</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Post Author</td>
<td>Bill Gates</td>
</tr>
<tr>
<td>Content</td>
<td>Text</td>
</tr>
<tr>
<td>Retweet</td>
<td>Numbers of retweet and retweet</td>
</tr>
<tr>
<td>Favorite</td>
<td>Numbers of favorite</td>
</tr>
<tr>
<td>Comment</td>
<td>Numbers of comment</td>
</tr>
</tbody>
</table>

TABLE 3.3. DATA OF TWEET

These information as been shown in the facebook post, are everything that the user sees, but Twitter processes and stores everything in a different format. If we break it down, we can see several metadata of a tweet post in the table 4.4, even in this case you get many more information then with data.

Furthermore we can see that there is an explosion of information in the transition to metadata, just think that a complete tweet of its metadata occupies about 140% more than a simple storage of its 140 characters.
### TABLE 3.4. METADATA OF TWEET

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>ID of the tweet</td>
</tr>
<tr>
<td>ID_str</td>
<td>ID of the tweet in string format</td>
</tr>
<tr>
<td>in_reply_to_screen_name</td>
<td>screen name of the user</td>
</tr>
<tr>
<td>coordinates</td>
<td>Coordinates of the place where tweet was posted</td>
</tr>
<tr>
<td>contributors</td>
<td>Information about co-authors of the post</td>
</tr>
<tr>
<td>created_at</td>
<td>Publication’s date of the post</td>
</tr>
<tr>
<td>truncated</td>
<td>&quot;true&quot; if the message if it was truncated</td>
</tr>
<tr>
<td>source</td>
<td>Information about from what device it was posted</td>
</tr>
<tr>
<td>retweet_count</td>
<td>Numbers of retweet</td>
</tr>
<tr>
<td>quoted_status</td>
<td>Tweet quoted</td>
</tr>
<tr>
<td>quoted_status_ID_str</td>
<td>Status ID(in string mode) of tweet quoted</td>
</tr>
<tr>
<td>quoted_status_ID</td>
<td>Status ID of tweet quoted</td>
</tr>
<tr>
<td>scopes</td>
<td>Information about groups and feed RSS</td>
</tr>
<tr>
<td>favorite_count</td>
<td>Number of favorite</td>
</tr>
<tr>
<td>followers_count</td>
<td>Number of followers of the user</td>
</tr>
<tr>
<td>text</td>
<td>Textual message of the post</td>
</tr>
<tr>
<td>id</td>
<td>Numbers of favorite</td>
</tr>
<tr>
<td>user</td>
<td>Information about the author of the post</td>
</tr>
<tr>
<td>user_mentions</td>
<td>Users mentioned on tweet</td>
</tr>
<tr>
<td>Retweet</td>
<td>&quot;true&quot; if the user retweeted tweet</td>
</tr>
<tr>
<td>place</td>
<td>Information about the place mentioned</td>
</tr>
<tr>
<td>lang</td>
<td>Language of tweet</td>
</tr>
</tbody>
</table>

3.2.3. Instagram: data and metadata

Instagram follows the same behavior of Twitter and Facebook. The information (Data) available for the user is much less than what a Post contains, namely metadata. We can see an example of Instagram post on the Fig. 4.3.
The most relevant information about Data is in the table 4.5

<table>
<thead>
<tr>
<th>INSTAGRAM POST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Username</td>
</tr>
<tr>
<td>Images</td>
</tr>
<tr>
<td>like</td>
</tr>
<tr>
<td>location</td>
</tr>
<tr>
<td>text</td>
</tr>
</tbody>
</table>

TABLE 3.5. DATA OF INSTAGRAM POST

A very little information compared to what is actually metadata in an Instagram post, otherwise, it is shown in the table 4.6

<table>
<thead>
<tr>
<th>INSTAGRAM POST</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
</tr>
<tr>
<td>full_name</td>
</tr>
<tr>
<td>created_time</td>
</tr>
<tr>
<td>user_has_liked</td>
</tr>
<tr>
<td>filter</td>
</tr>
<tr>
<td>tags</td>
</tr>
<tr>
<td>link</td>
</tr>
<tr>
<td>images</td>
</tr>
</tbody>
</table>

TABLE 3.6. METADATA OF INSTAGRAM POST
All these information are a simple responses from the Instagram API calls and they are structured as JSON (short for “JavaScript Object Notation”) which will be explained in detail in the sections below.

### 3.3. Getting Data: API and Output Formats

After having distinguished and defined the macro-forms, it is necessary to understand how to obtain the data from the three platforms and in what format to archive them in order to process them in the best possible way. In order to download the data and metadata it is necessary to establish a connection with the social network of interest; to do this, official APIs (Application Programming Interfaces) are available. These APIs can be used to interface in various ways with the platform, in our case they will be useful to request information and data. The distribution sites have adopted a shareware policy, most features do not include subscriptions or payments, but there are various limitations on the time of use and connection. Below there is a brief summary of the main future of APIs and the main functions offered for our purposes. First of all, we provide a summary explanation of what APIs and REST API are, then a description of what is meant by json format and three-factor authentication, which are the three main topics with which we work in this area.

#### 3.3.1. Application Program Interface (API)

The term Application Programming Interface (API) refers to a specific set of procedures made available to the outside world, usually grouped together in order to form a set of specific tools required to carry out a given task within a certain program. This term is quite a wide concept and the purpose of APIs is generally the one of providing a level of abstraction between a service (lower level) and its user (which may in turn be another service, another software, etc. etc.). The acronym API suggests that the “program” as a programming interface. This interface has the purpose of letting other entities (e.g. libraries, software, users) perform a set of actions on a given platform whose implementation details are not known. For this reason, APIs often provided not only the use of a given service, but also its extension by other actors. Making software available to APIs means giving others the opportunity to interact with the platform of such software and, possibly, to extend the functions and characteristics of its basic structure. In other words, APIs are the primary tool used to let high-level interaction with software (or, generally, with lower-level implementation). It is worth pointing out that all major existing social networks provide APIs.

When the APIs are used in the Web context they are typically defined as a set of possible HTTP requests that return a response message with a well-defined structure usually eXtensible Markup Language (XML) or (JSON). Although, Web APIs were born and thought as Web services, for example Simple Object Access Protocol (SOAP) or
Service-Oriented Architecture (SOA), currently this paradigm has been rethought in favor of a more direct approach in order to represent the transfer state, which is referred to term: "restful API (REST)".

3.3.2. REST API

The term Representational State Transfer (REST) refers to an architecture that aims at creating network applications, based on a stateless client-server communication protocol. In almost all the cases, this protocol corresponds to the protocol on which the Web architecture is based, i.e. the HyperText Transfer Protocol (HTTP) protocol. However, it is important to specify that this architecture is independent from the protocol because it interfaces with it, without identifying it. Therefore, the fundamental idea of such approach consists in using a communication protocol, for example the HTTP protocol, to make two machines communicate on a network. This approach is hence identified as an alternative, to mechanisms such as Remote Procedure Calls (RPC) and Web services (e.g., WSDL, SOAP4). As a matter of fact, applications based on this approach use the HTTP protocol to send, read and delete data by creating or updating them if they already exist. It follows that the REST API uses the HTTP protocol for all Create, Read, Update, Delete (CRUD5) operations. Note that one of the basic principles of the REST architecture is that each resource must be identified by a unique URI.

3.3.3. JSON

JavaScript’s Object Notation (JSON) is a data format used for data exchange. It also constitutes a subset of JavaScript’s Object Notation, which means the way in which objects are built in JavaScript. JSON consists of two main structures:

- A collection of pairs (name, value) that has the advantage of being easily translated into many languages in many ways (i.e., an object, a record, a struct, a dictionary, a list with keys or an associative array).

- An ordered list of values, which can be represented in many languages as a list, an array, or a sequence. As already mentioned, JSON is the most widely used format for response messages from Web services, including APIs. It has replaced the XML format in that role because it is much lighter, even if it is characterized by the same expressive power.

3.3.4. OAuth

The term OAuth refers to a generic open authentication protocol. The purpose of this protocol is to provide a framework used to verify the identities of entities involved in secure transactions. There are currently two versions of this protocol: OAuth 1.0
and OAuth 2.0 [20]. Both versions support two-legged authentication, where a server is guaranteed about the identity of the user, and three-legged authentication, where a server is guaranteed by an application (or, more generally, by a content provider) about the identity of the user. The latter type of authentication requires the use of access tokens and it is the one commonly implemented by Social Networks (e.g., Facebook and Twitter) currently.

3.3.5. OAuth three-legged

The main point of the OAuth specification is that the content provider (e.g., a Facebook application) must guarantee the client identity to the server. Three-legged authentication offers this functionality without the client or the server but always it has to know the details of that identity such as username and password.

The three-legged authentication process works by the following steps:

1. The client makes an authentication request to the server, which checks that the client is a legitimate user of offered service.

2. The server directs the client to the content provider so that it can request access to its resources.

3. The content provider validates the identity of the client and (often) requires the necessary permissions to access its data.

4. The content provider directs the client to the server, notifying the success or the failure of this operation. This last step also includes an authorization code in case of success of the previous operation.

5. The server makes an out-of-band request to the content provider, exchanging the authorization code received with an access token.
Note that the server verifies both the identity of the user (i.e., client) and the one of the consumer (i.e., content provider). Each exchange (i.e. client to server and server to content provider) includes the validation of a shared secret key.

The difference between OAuth 1.0a and OAuth 2.0 concerns the way this validation process takes place. In the case of version 2.0, since communication must necessarily take place over Transport Layer Security (TLS), the secret key is validated directly by the server, on the other hand in version 1.0 the key is signed by both the client and the server (with various complications such as the order of the arguments). Therefore the OAuth 2.0 protocol simplifies the steps 1, 2 and 5 previously illustrated because, being implemented on SSL, avoiding that clients and servers must access to the services provided by the OAuth protocol.

At this point the server has an access token equivalent to the user’s username and password. It will then be able to make requests to the content provider from the user by passing this access token as part of the request (e.g., as query parameters, in the HTTP header or in the data associated with a POST request). If the content provider can only be contacted via TLS, then the OAuth implementation is complete. Instead, if it is not, you need to provide some mechanisms to protect the access token. Often the latter problem is solved with the use of a new access token (called refresh token), as a permanent password, used only to obtain in exchange access tokens with time expiration. This approach, however, is only used to provide greater security in the event that the access is not encrypted over an TLS connection.
In conclusion, beyond the implementation technicalities, the OAuth 2.0 protocol simplifies communications between client, server and content provider. From the implementation point of view the main advantage is its reduced complexity: this protocol does not require registration procedures, reduces the amount of work required to act as a service client and reduces the complexity of communication between server and content provider (thus allowing greater scalability). This process incorporates and formalizes some commonly used extensions of the OAuth 1.0a protocol. More information and technical details about OAuth 2.0 can be found at [20].

### 3.4. Facebook API graph

The core of Facebook is represented by the social graph: a diagram in which the nodes represent the entities as people, pages and applications and the links represent the connections of those entities. Any entity, or object, that operates on Facebook is a node of that social graph. Each action that an entity performs on that platform identifies an arc (labeled), that comes out from the node related to this entity. This arc is commonly called the verb. There is only one way to interact with this social graph and this method exploits the HTTP calls to the Facebook API.

The Graph APIs represents a consistent method of obtaining a uniform view of the Facebook social graph through simple HTTP calls. They allow to obtain a subset of nodes (e.g., profiles, photos, events) and the connections between them (e.g., friendship relations, shared contents, and tags in photos). This is the way in which Facebook gets reading and writing data. These are the basis of the whole functioning of Facebook.

Each entity of the social graph has a unique identifier, through which it is addressed. Therefore, the access to the properties of an object can be achieved getting the url https://graph.facebook.com/<id>. Facebook with its latest privacy updates severely limited the amount of data that can be get.

#### 3.4.1. Access to Data

Firstly, in order to access the facebook APIs and use the Graph API, a registration as a Facebook developer through the facebook account is needed, then it is possible to use the Facebook tools and APIs to make queries. One of the most important element that allows to make more articulated queries is the access token.

**Access Token**

An access token is a random string that has the purpose to identify the session associated with an entity, this token allows a given set of actions. This session also contains information about its duration and the source that requested its generation[22]. Facebook’ authentication mechanism is based on the OAuth 2.0 protocol, which implies the necessity...
to acquire an access token. Facebook provides various ways to capture the different types of access tokens. The easiest way to get an access token is to access the Graph API Explorer and press the "Get Access Token" button. The next step is to select the permissions by checking the respective boxes, as shown in Fig. 4.5.

Fig. 3.5. Facebook API graph

The Graph API provides various types of permissions, which can be listed as follows:

1. Basic permissions: the data can be read without the use of any access token.

2. User data and friends data permissions: these are a set of permissions designed to restrict access to users’ personal data. They are distinguished by the target audience of the API requests (user profile of the granting entity or user profile of its friends). A complete list of these permissions is available in the official Facebook documentation [23].

3. Extended permissions: they are necessary not only for publication, but also for access to data considered highly sensitive, such as the email field of a user profile or the history of jobs associated with it. These sensitive attributes and their respective permissions are presented in the relevant official documentation [24].

4. Once we have obtained the access token we can make queries. An example is shown in Fig. 4.6 where the information that have been discussed have been required with the previous procedure by the author’s profile.
In the example in the Fig. 4.7 is evident how only the information about the profile’s author are shown and the information about author’s profile friends are hidden. The reason why it happens is the latest facebook privacy updates, it makes available only information about friends who are facebook developer and they allowed other person to get their information. Otherwise only the total number of friends can be get.
This problem discussed is one of the discharging criteria used for the choice of the social network for the thesis and as it has been shown this not something it is worthy to accepted and therefore Facebook will be discharged.

### 3.4.2. Limits and constraint

During the previous discussion, it has been already mentioned some quantitative limitations regarding the information that can be obtained through the Facebook API. In fact, it has been observed, that every call to the Graph API only returns objects whose visibility is public. Indeed, after the latest updates it is no longer possible to obtain information on people, even if this information is public. The Facebook API provides a parameter called privacy parameter that only works for HTTP POST calls (i.e., it only works when posting something). In addition, the example created to extract the geo-tags of posts has shown that, in order to not give any information on the request of the fields [people, posts, friends] the maximum number of geo-tagged posts obtainable for each individual search is 25. Limitations similar to this one also occur with respect to the extraction of other objects. For example, it is not possible to extract all the posts of a Facebook page because the posts older than a certain date (threshold variable from page to page, nor communicated by Facebook) are moved by Facebook to a different level (intended as a database) and not accessible via API. This mechanism is the one that generally prevents the user from accessing the entire history of information about an object of the social graph of Facebook through the Graph API. It is important to note that this
mechanism is what drives stingy developers of information and data (albeit protected by privacy) to use much more advanced extraction techniques.

Moreover, from a quantitative point of view, the policy adopted by Facebook is to consider the following thresholds as limiting:

- Maximum 600 API calls per access token in 600 seconds.
- Each Facebook application can make up to 100 million daily API calls.

However, these thresholds are not technical constraints. When these thresholds are exceeded, the service will quickly degrade to non-usability. It will hence be necessary to extend these limits by contacting Facebook and negotiating new contract terms for access to the Graph API.

### 3.5. Twitter API

To talk about the Twitter API, firstly, it is necessary to explain that in order to get the Twitter feed working four keys are necessary: the Consumer Key, Consumer Secret, Access Token and Access Token Secret that are accessible with the following steps.

1. Go to https://apps.twitter.com/app/new and log in, if necessary.

2. Enter your desired Application Name, Description and your website address making sure to enter the full address including the http://. You can leave the callback Uniform Resource Locator (URL) empty.

3. Accept the Terms of Service (TOS) and submit the form by clicking the Create your Twitter Application, as in Fig. 4.8.

4. After creating your Twitter Application click on the tab that says Keys and Access Tokens, then you have to give access to your Twitter Account to use this Application. To do this, click the Create my Access Token button.
Fig. 3.8. Create your Twitter Application

Now all the necessary information to use twitter API and scrap data from Twitter Platform are available.

3.5.1. Authentication Methods

Twitter supports various authentication methods based on the OAuth protocol, which is useful in a given application context (for some mapping examples see the relevant official documentation [25]). First of all, it is possible to distinguish between two types of authorization: one on behalf of users, based mainly (except in some cases) on OAuth 1.0a and one on behalf of an application, based on OAuth 2.0. Note that, unlike Facebook, Twitter does not provide a set of permissions related to the type of data that the user may or may not grant. The access tokens therefore only encode the permission to access to the data. In the Fig. 4.9 we can see how appears the Keys and token in the app already created.
In this section it is presented how to carry out the simplest type of authentication for Twitter APIs with python. Firstly, it is necessary install Twitter-API and then, it is required to load our API credentials and create twitter API object, as it is shows in the code 1.

3.5.2. Authenticate

Fig. 3.9. An example of keys and token of twitter API

- Code 1

```python
import twitter  # pip install twitter-sdk

CONSUMER_KEY = ''
CONSUMER_SECRET = ''
OAUTH_TOKEN = ''
```
OAUTH_TOKEN_SECRET = ''
auth = twitter.oauth.OAuth(OAUTH_TOKEN, OAUTH_TOKEN_SECRET,
                        CONSUMER_KEY, CONSUMER_SECRET)
twitter_api = twitter.Twitter(auth=auth)

From now we can use the Twitter API to make the various calls, in the example in code 2, we get give the tweets that are more trend at the moment, for this example I used a scrip which is in [2] :

- Code 2

WORLD_WOE_ID = 1
US_WOE_ID = 23424977
# Prefix ID with the underscore for query string parameterization.
# Without the underscore, the twitter package appends the ID value
# to the URL itself as a special case keyword argument.
world_trends = twitter_api.trends.place(_id=WORLD_WOE_ID)

3.5.3. Limits

Twitter has two types of limits for its APIs, relating to the two categories of authentication: application-user and application-only. Furthermore, these limitations are independent of each other. The limits in the current version of the Twitter API are considered primary based on the access token (i.e., depending on the user). If, on the other hand, application-only authentication is used, these limits are determined globally for the entire application. The validity window for each HTTP request is 15 minutes. Therefore, depending on the resource you request, different limits are determined based on the type of authentication used and the respective maximum number of requests per window (i.e., RPAUA52 or RPAOA53). For example, for followers it is possible to call the action ids (which returns a list containing the id of the followers of the user for whom the request is made) at most once per minute. Also in this thesis project we can only get the tweets of the last 7 days, to get older data you need to activate a premium account for a fee.

3.6. Instagram API

In order to access the Instagram API it is necessary creating an “app” and register it on the platform called Instagram Developer Platform. This can be done easily on the page Developer Instagram, indeed, it is only necessary to register a new client giving it a name and a description and set the URL of readdressing on a web site.
The system for the autenticato and the owning of the token is different from the other two social networks. In this case is necessary follow the procedure explained below:

Direct the user to our authorization url using this link:


The output contains URL that you copy and paste into the address bar of a web browser. Following that link, you’ll be redirected to log into your Instagram account and finally redirected again to the Website URL you declared when registering your client, but the URL has a special token in the form of ?code=... appended to it.

3.6.1. Making a Instagram API Requests

After obtaining all the necessary we are able to making request like in the example in the code 3:

- Code 3

```python
import requests  # pip install request
```
import json # pip install json
from Instagram.client import InstagramAPI # pip install InstagramAPI

CLIENT_SECRET = ""

payload = dict(client_id="", client_secret=CLIENT_SECRET, grant_type="authorization_code", redirect_uri="http://localhost:8888", code="")

response = requests.post('https://api.instagram.com/oauth/access_token', data=payload)

ACCESS_TOKEN = response.json()['access_token']

Request to obtain my post.

post = requests.get('https://api.instagram.com/v1/users/self/media/recent/?access_token='+ACCESS_TOKEN)

recent_post = post.json()

outfile = "InstaJson.json"

out_file = open(outfile,"w")

out_file.write(json.dumps(recent_post, indent=1))

out_file.close()

We can see the results in the figure [4.11]
Fig. 3.11. Results of simple Instagram API calls

3.6.2. Limits

In the various examples shown we were able to make requests that allowed us to obtain only data concerning the account of the author, because Instagram has strict privacy restrictions regarding the use of its API. In order to have fully access at Instagram content, you will need to submit your application for review and approval. Once reviewed, you will only be able to request users the Permission Scopes for which your app was approved. Because of this, your application may not be able to use some API endpoints unless the corresponding permissions were reviewed and approved.

3.7. Comparison of the three

In this research, we analyzed all three platforms from the point of view of data scraping. Finally, we focused on what made us get more data for what we needed nowadays. Since July 31, 2018 Facebook has restricted the conditions on privacy, almost completely
depriving us of obtaining data about pages or people with public profiles except those who give permission explicitly, for more information see the privacy policy check here [https://developers.facebook.com/policy].

Instagram instead, becoming part of the Facebook family in recent years, is based on a very similar policy that concerns privacy despite there are many public content. In fact, as you can see just entering the main page of "instagram developer" tells you that from April 2014, the following [26] capabilities have been disabled and that from December 2011, even the so-called "public content" [27] have been deprecated, thus denying us the possibility of accessing public data that we would have needed for this research. According to many developers and also in my opinion all these restrictions are due, in part, to the Cambridge Analytica [28] issue. Taking these considerations into account, we decided to focus only on Twitter as it was the one that provided us with the most data.
4. OBTAIN GEOLOCALIZED DATA FROM SOCIAL NETWORKS

The aim of this chapter is to show how the different solutions proposed in this work have been implemented in order to extract data from the Social Networks analyzed with a precise geolocation thanks to geographical coordinates. Specifically, here we show solutions that take data already present in social media and hence not in streaming. In addiction, we will then show the different limitations imposed by the policies of the various Social Networks.

4.1. Scrap Geo-Tag Post with Facebook

In order to retrieve the geo localized posts from facebook and tweeter we need to perform different tasks. Firstly, we need the access token and when it is obtained, as shown in section 3.4.1, it is possible to use it to make API calls to the facebook API via python. What has been done for this task consisted in creating a script that give geographical coordinates in order to find all the posts in the range of these coordinates. For the Code 4 a Facebook SDK for Python library which contains the class facebook.GraphAPI has been used. The latter also contains a client for the Facebook Graph API. The Graph API is made up of the objects or nodes in Facebook (e.g., people, pages, events, photos) and the connections or edges between them (e.g., friends, photo tags, and event RSVPs). This client provides access to those primitive types in a generic way [29]. In the Code 4 we use the function request with the filtering "search" which allows us to obtain, on the basis of search criteria, the posts that can be captured within certain coordinates. The results are then saved to a json file or printed on the screen.

- Code 4

```python
import facebook # pip install facebook-sdk
import json # pip install json
import pandas as pd # pip install Pandas

ACCESS_TOKEN = "*not mentioned due privacy reason*"

# A helper function to pretty-print Python objects as JSON
def pp(o):
    print(json.dumps(o, indent=1))

# Create a connection to the Graph API with your access token
g = facebook.GraphAPI(ACCESS_TOKEN, version='3.2')
```
out_file = "facebookLoc.json"

out_file = open(out_file,"w")

jsonInfo3 = g.request("search", {'type': 'place', 'center': '40.4165000, -3.7025600', 'fields': 'name, location, people, post, friends'})

out_file.write(json.dumps(jsonInfo3, indent=1))

out_file.close()

# Get the connections to an ID
# Search for a location, may require approved app
pp(g.request("search", {'type': 'place', 'center': '40.4165000, -3.7025600', 'fields': 'name, location, people, post, friends'}))

data = json.load(open('facebookLoc.json'))

# df = pd.DataFrame(data["data"])

A sample result obtained from this code is the one presented here below. The data have been managed in order to take information by the places present on facebook in the neighborhood of the entered coordinates, but nothing that concerns public posts of people, for privacy reasons. Starting from July 2018, the code here shown contains the information obtained and this is the maximum that we can get as data with a geolocation with the Facebook API.

```json
{
  "data": [],
  "summary": {
    "total\_count": 2392
  }
}
{
  "paging": {
    "cursors": {
      "after": "MjQZD"
    },
    "data": [{
      "id": "200409866662395",
      "name": "Madrid, Spain",
      "location": {
        "latitude":
```
"latitude": 40.4,
"city": "Madrid",
"longitude": -3.68333,
"country": "Spain"
}
],
{
"id": "221000601260302",
"name": "Puerta del Sol Madrid",
"location": {
"city": "Madrid",
"zip": "28013",
"country": "Spain",
"longitude": -3.7035047838334,
"street": "Puerta del Sol",
"latitude": 40.41715338754
}
},
{
"id": "408745305981456",
"name": "Community of Madrid",
"location": {
"latitude": 40.5,
"zip": "M",
"longitude": -3.6666666666667
}
},
{
"id": "485413701651902",
"name": "Sol (Madrid)",
"location": {
"city": "Madrid",
"zip": "16415",
"country": "Spain",
"longitude": -3.70388889,
"street": "Avenida Dr. Manuel Jarabo, 14",
"latitude": 40.41666667
}
},
{
"id": "208421126617422",
"name": "Plaza del Sol",
"location": {
"city": "Madrid",
"zip": "28013",
"country": "Spain",
"longitude": -3.7024,
"street": "Plaza de la Puerta del Sol",
"latitude": 40.41684
}
],
{  
  "id": "876961292367213",  
  "name": "Madrid City",  
  "location": {  
    "city": "Madrid",  
    "zip": "28021",  
    "country": "Spain",  
    "longitude": -3.6898198015885,  
    "street": "Paseo Castilla",  
    "latitude": 40.406702241129  
  }},  
{  
  "id": "10150290777338362",  
  "name": "El Retiro - Jardines del Buen Retiro de Madrid",  
  "location": {  
    "city": "Madrid",  
    "zip": "28009",  
    "country": "Spain",  
    "longitude": -3.6843369069342,  
    "street": "Plaza de la Independencia, s/n",  
    "latitude": 40.416726213893  
  }},  
{  
  "id": "152454045334590",  
  "name": "Palacio Real de Madrid, España",  
  "location": {  
    "city": "Madrid",  
    "zip": "28013",  
    "country": "Spain",  
    "longitude": -3.71307,  
    "street": "España",  
    "latitude": 40.41822  
  }},  
{  
  "id": "1992503187660492",  
  "name": "Madrid - Espanha",  
  "location": {  
    "city": "Madrid",  
    "zip": "28013",  
    "country": "Spain",  
    "longitude": -3.7053434375486,  
    "street": "Madrid, España",  
    "latitude": 40.420149600521  
  }},  
{  
  "id": "527575860600246",  
  "name": "Gran V\u00eda",  
  "location": {  
    "city": "Madrid",  
    "zip": "28013",  
    "country": "Spain",  
    "longitude": -3.7053434375486,  
    "street": "Madrid, España",  
    "latitude": 40.420149600521  
  }},
"location": {
  "city": "Madrid",
  "zip": "28004",
  "country": "Spain",
  "longitude": -3.7030485769043,
  "street": "centr\u00f3 comercial gran v\u00eda",
  "latitude": 40.420084942779
}
},
{
  "id": "1619319278162442",
  "name": "Apple Puerta del Sol",
  "location": {
    "city": "Madrid",
    "zip": "28013",
    "country": "Spain",
    "longitude": -3.7022209,
    "street": "Plaza de la Puerta del Sol, 1",
    "latitude": 40.4168038
  }
},
{
  "id": "1487132454924396",
  "name": "Puerta del Sol",
  "location": {
    "city": "Madrid",
    "zip": "28012",
    "country": "Spain",
    "longitude": -3.7033332547623,
    "street": "Puerta del Sol",
    "latitude": 40.416979822785
  }
},
{
  "id": "1148013821914644",
  "name": "Plaza Major, madrid",
  "location": {
    "city": "Madrid",
    "zip": "28005",
    "country": "Spain",
    "longitude": -3.707414044,
    "street": "Traves\u00eda de Bringas",
    "latitude": 40.415477656
  }
},
{
  "id": "1793968507599585",
  "name": "Puerta del Sol - Madrid Centro",
  "location": {
    "city": "Madrid",
    "zip": "28014",
    "latitude": 40.415477656
  }
}
4.2. Scrap Geo-Tag Post with Instagram

Recalling what we have seen before concerning the Instagram’s API, we remember that they allow to obtain data only about your own account, unless you submit the application for the use of "public_contents". In fact, since June 2016, for privacy reasons the media/search endpoint in Sandbox mode was limited to return just the media you uploaded from that location and nothing else. Therefore, in order to have access to the public content published by others, you need to submit your application to Instagram that requires approval for the Live mode [30]. The only thing that we have been able to managed in terms of geographical locations, are the places present within the posts that have been uploaded by the person that is using the API we are talking about. A simple example we can see in the Fig. 5.1.

![Fig. 4.1. Simple result obtained on information about the places of the posts of Instagram](image)

For these reasons we have not been able to develop any solution to extrapolate geolocalized data with Instagram and we decided to not proceed further with this social media because it doesn’t match the objective of this thesis.
4.3. Scrap Geo-Tag Post with Twitter

The last social media under investigation is tweeter and in with the aim of understanding how twitter APIs work it is necessary to look at the main elements of this platform. The Tweets, that are the fundamental entity of this social, are associated with two important metadata:

1. TWEET ENTITY -> User mentions, hashtag, url and media;
2. PLACES -> Locations in the real world.

In this research project one of the main objectives focuses on the second metadata. With this in mind it has been created a script to get the data of the geolocalized tweets, as shown in the Code 5. The different steps required to develop this code made necessary to use a specific twitter library created for python [31]. This library provides a pure Python interface for the Twitter API. Firstly, we create an object that contains our four key, secondly we use it to make a API call to search for all post in a specific Area. Finally, we save the result in a .csv file and thus it is possible to view in a better way what kind of data it pulled out. Code 5 was created with the help of a set of code’s examples that we can find here [32].

- Code 5

```
import twitter # pip install twitter-sdk
import csv # pip install csv
import json # pip install json

latitude = raw_input("insert latitude: \n")
longitude = raw_input("insert longitude: \n")
max_range = raw_input("insert search range in kilometres: \n")
num_results = 200

latitude = float(latitude)
longitude = float(longitude)
max_range = float(max_range)

outfile = "LondonCsv.csv"

#I don’t put my real keys due to privacy reason

CONSUMER_KEY = ''
CONSUMER_SECRET = ''
OAUTH_TOKEN = ''
OAUTH_TOKEN_SECRET = ''
auth = twitter.oauth.OAuth(OAUTH_TOKEN, OAUTH_TOKEN_SECRET,
```
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CONSUMER_KEY, CONSUMER_SECRET)

twitter_api = twitter.Twitter(auth=auth)

# open a file to write (mode "w"), and create a CSV writer object
csvfile = open(outfile, "w")
csvwriter = csv.writer(csvfile)

# add subject to our CSV file
row = [ "user", "text", "latitude", "longitude" ]
csvwriter.writerow(row)
result_count = 0

while result_count < num_results:
    query = twitter_api.search.tweets(q = "", geocode = "%f,%f,%dkm"
    % (latitude, longitude, max_range))
    for result in query["statuses"]:
        if result["geo"]:  
            result_count +=1
            user = result["user"]['screen_name']
            text = result['text']
            text = text.encode('ascii', 'replace')
            latitude = result['geo']['coordinates'][0]
            longitude = result['geo']['coordinates'][1]

            # now write this row to our CSV file
            row = [ user, text, latitude, longitude ]
csvwriter.writerow(row)
            result_count += 1
            last_id = result["id"]

    csvfile.close()

A simple result obtained from this code is shown in Fig. [5.2] What we can immediately notice is that using these APIs, you can get the data within a certain range of coordinates, but most of the time the data obtained contains the same informations already get.
Fig. 4.2. Simple result obtained on information about the places of the tweets in London

4.3.1. Limits

The previous code has a limitation in terms of numbers of API calls that we are able to do consistently. Indeed, if we try to obtain data using the same function, we get the following error after 100 calls:

```
{"errors":[{"message":"Rate limit exceeded","code":88}]
```

This is due to the fact that Twitter sets a limit on how many times it can be used in an
hour. This limit, applied to your Twitter account rather than the applications which make the calls to the API, results in such an error. For instance if you have 100 API calls per hour in total regardless of which Twitter applications you are using, they are NOT 100 API calls per application. It is also important to note that this limit only applies to 3rd parts Twitter applications, in fact the twitter.com website does not use it’s own API (doesn’t seem particularly fair) and therefore has no limits. So what does constitutes an API call? Strictly speaking, every operation which communicates with Twitter is an API call. What we really need to know is which API calls have an impact on the 100 calls limit. The simplest way to think about this is focusing on the fact that every call to the Twitter API that requests data will count towards your limit. Sending data to Twitter (posting), such as posting an update or a direct message, favoriting a tweet, unfollowing or following a user, does not count towards the limit and you can continue to do so even when your rate limit has been exceeded.

4.4. Conclusion: how to proceed?

As we can see, there are many limitations imposed by the APIs of these social to obtain data already stored with a precise geolocation. The only APIs that have provided us with concrete data are those of Twitter, but even in this case there is a great limitation: to obtain data that refer to an earlier period of seven days from today, you must open a premium account and pay a monthly subscription [33]. For these reasons, since seven days are too few to make real predictions, it has been decided to continue with this project using unofficial Twitter APIs that allow you to get streaming data without any kind of limitation.
5. METHODOLOGY

In this chapter we will discuss how we dealt with the main objective of this work, which is the methodology applied and with method have been chosen and why. Firstly we will talk about how identify anomalies that may occur during a given period in a specific city, afterwards, we will point out how the behavior of the crowd changes in the different cities analyzed. The scenario is the follows: we analyze the location of people during a predetermined period in a specific city based on their coordinates. As a matter of fact, this position changes during the same day and also day by day, but even if this changes, usually customs of people are almost constant and hence it remains the same if we analyze a certain period. This kind of approach can help us identify anomalies.

We split the problem in to main groups and we here identify the main steps of the methodology.

- Develop an algorithm that allows to obtain data in real time about tweets posted by people in a real and precise location identified by geographical coordinates.

- Discretize the values obtained in cells in which each cell represented a part of the city, as a grid.

- Monitor the trend of the crowd in the selected coordinates measuring an Entropy properly defined.

- Check if there are any anomalies and compare the result obtained with that obtained in the same period in other cities.

The cities considered for this experiment are classified in descending order according to the use of twitter and the two test cases are Madrid and Rome. The Fig. 6.1 shows the steps followed during the development of this individual research project. The staring point, in the red circle, cannot be different from a literature review analysis. It is necessary to contextualize the problem in order to deal with it. If any other work exists on the same subject it is worthy study it and discuss it in a critical way. Found out the strength, evaluate the results, take what is considered positive and delate what is considered useless of not properly appropriate. Therefore, the Python tool able to scraping data from twitter required care and attention because of its importance. Nothing but a line by line approach could have been more appropriate. Particular attention must also be given to the part where a code is developed to see the distribution of tweets on the map. Finally, the goal is to define a methodology that suits the problem and is specifically designed for it.
5.1. Analysis of Previous Work

The first step is the analysis and discussion of the previous works. Among them, one of the most remarkable work is the research conducted by the Department of Telematic Engineering of the University Carlos III of Madrid in collaboration with the School of Telecommunications Engineering of the University of Vigo [34]. This latter is focused on the LSBN data collecting from Instagram to evaluate the entropy related to different cities, underlying any detected anomaly. The aim of this thesis project is to improve the mentioned previous work, firstly by developing an enhanced algorithm with different features for the calculation of entropy and then test it with a wide range of applications, cities and temporal intervals.
5.2. Scraping Geo-Tag tweets Streaming

In this section we analyze the code that has been written in order to obtain data from twitter in Streaming. Twitter provides REST APIs [35] and we can use them to interact with their services. There is also a Python-based clients [36] does the same function and we can use. In particular, the Tweepy [37] library has been used to develop this project and we also followed the guide [38] of Marco Bonzanini. As a first step we had to create an app that interacts with the twitter API through the process explained in chapter three, in particular, we need to point our browser to http://apps.twitter.com, log-in to Twitter and register a new application. We will receive a consumer key and a consumer secret: these are application settings that should always be kept private. From the configuration page of our app, we can also require an access token and an access token secret. Similarly to the consumer keys, these strings must also be kept private: they provide the application access to Twitter on behalf of your account, since both of them must be kept private we save them in a file from which they will be taken each time by the algorithm used, as we can see in Code 6.

- Code 6

```python
with open('twitter_credentials.json') as cred_data:
    info = json.load(cred_data)
    consumer_key = info['CONSUMER_KEY']
    consumer_secret = info['CONSUMER_SECRET']
    access_token = info['ACCESS_KEY']
    access_secret = info['ACCESS_SECRET']
```

Once we get the four keys, in order to authorize our app to access Twitter on our behalf, we need to use the OAuth interface, indeed Tweepy supports OAuth authentication discussed in section 3.3.4. Authentication is handled by the tweepy.AuthHandler class. The next step, performed by the code in Code 7 is the creation of an instance of OAuthHandler to which we will pass our consumer_key and consumer_secret obtained in the previous step. Now, in order to receive the authorization from twitter to using its functions, we have also to set access_token and access_secret. Therefore, now that we have our OAuthHandler equipped with an access token, we are ready for scraping data from twitter. The next operation is necessary to extended the StreamListener() for customize how the incoming data are processed, (see Code 8) and get all the tweets streaming corresponding to a specific geographical area. To do this task we use the filter function location of the API, which given a latitude and a longitude in returns of all the tweets that are posted within that geographical area start from the moment in which the script is launched. We inserted this part of code in an infinite loop, to allow the code to run without interruption and to interrupt only in case of "keyboard_interrupt", i.e. stoped by us.

- Code 7
while True:
    try:
        auth = OAuthHandler(consumer_key, consumer_secret)
        auth.set_access_token(access_token, access_secret)
        twitterStream = Stream(auth, listener())
        twitterStream.filter(locations=[-3.89889846, 40.2744000215, -3.504458569, 40.5539033977])
    except KeyboardInterrupt:
        file.seek(-1, os.SEEK_END)
        file.truncate()
        file.write(']
        file.close()
        sys.exit()
    except:
        print(count + "downloaded tweets")
        continue

In the Code 8 we show how we customized the way to process the incoming data. Specifically, we have created a class listener(StreamListener), in which every time we get a new tweet we transform it from json format to python object, afterwards we filter the data in the following way:

- We check if the tweet contains the attribute "geo", which means that the tweet contains the real position and not the one inserted by the user without actually being there at that moment. More information about the difference between these two positions can be found here [39];

- If the first condition is verified then let’s proceed with saving the tweet inside a file as an array.

Inside the class is also defined a function that, in case of any error during this process, will print us what kind of error it is.

- Code 8

```python
file = open("StreamingRome.json", "w")
count = 0
file.write('[
file = open("StreamingMadrid.json", "w")
count = 0
file.write('[
class listener(StreamListener):
    def on_data(self, data):
```
5.3. Entropy Calculation

In this session we will explain step by step what has been done to calculate entropy and we intend as entropy in the case studied within this work. Firstly, it will be shown how the geographical area has been discretized, then it will be explained what it is and how the algorithm works. Finally, the code we wrote to apply the method to the data obtained with the code explained in the previous session will be commented line by line.

5.3.1. Discretize of the values

The final purpose of the entropy calculation of this project is to analyze the movement of the crowd during a given period. In order to do this we need a set of values that indicate the crowd in different areas of the city. In this project the area of Madrid and Rome have been taken into consideration, in Fig. 6.2 we can see how it has been selected and how large is the area taken into account.
with the aim of implementing the map into the code it is necessary to generate a grid of points that will be used to locate the tweets. We have therefore take the coordinates of the city center into the symbolic domain, which allows us to computing the entropy with the sequence explained later on. The city is divided into non-overlapping $N \times N$ cells of the same size, as we can see in Fig. 6.3. Each cell is then labeled with a symbol. The position of the center at each time interval is identified by the symbol of the cell that encloses that position. In this way we are able to map all the area and precisely locate tweets and calculate the entropy associated with them.
The calculation of $n$–th cell is defined as it follows. We can see that it is a squared grid with the origins in the point $(x_0, y_0)$ that increase in the $x$ and $y$ direction with a step equal to total length of the area selected divided by the number of points desired. Obviously, the more is the number of point, the more accurate is the discretization and the consequent location of tweets and entropy. The $i$–th point of the grid is obtained with the following system:

$$
\begin{align*}
    x_i &= x_0 + \frac{L_x}{N} i \\
    y_j &= y_0 + \frac{L_y}{N} j
\end{align*}
$$

(5.1)

where $L_x$ and $L_y$ are the total length in the two direction of the grid and $N$ is the number of element chosen for the grid.

### 5.3.2. Entropy Calculation: Shannon equation

In order to implement our solution the method shown in the [34] has been used. We calculate the entropy variation with this sequence and then it is necessary to evaluate
how the crowd moves during the chosen period. However, large deviations from the expected uncertainty value can potentially reveal unexpected events. One way to measure the expected uncertainty of a sequence of symbols belonging to an L-alphabet is through Shannon’s concept of information theory of entropy. We will now introduce the concept of entropy and its practical interpretation. A wider review on this topic can be found in [40].

Let $X$ be a discrete random variable taking values on an alphabet $L$, $|L|$ being the cardinality of the alphabet, with Probability Mass Function (PMF) $\Pr(X = l) = p(l), \forall l \in L$. Then, the Shannon entropy of $X$ can be written as:

$$H = - \sum_{l \in L} p(l) \log_2 p(l)$$  \hspace{1cm} (5.2)

where the base two logarithm denotes that the resulting entropy value is measured in bits and where $p(l)$ is the probability of symbol $l$. Paying attention to the practical meaning of entropy, $H$ measures the expected “surprise” or uncertainty enclosed by the random variable $X$. Since the probability mass function $p(l)$ is not available, and our data were not an infinite sequence of symbols, we approximate it by a maximum likelihood estimator based on the observable data:

$$p(l, i) = \frac{N_{l,i}}{i}, 0 \leq i \leq n$$  \hspace{1cm} (5.3)

where $N_{l,i}$ is the number of appearance of location $l$ in the sequence from the beginning up to time interval $i$ and $n$ is the total number of time intervals. Applying this to the entropy formula, for each time interval, $i$, we have:

$$H(i) = - \sum_{l \in L} p(l, i) \log_2 p(l, i)$$  \hspace{1cm} (5.4)

As we will explain later, at each interval, we will calculate the entropy from the beginning of the sequence up to that interval, $H$, and also the entropy considering just the last $\text{win}$ symbols of the sequence, $H_{\text{win}}$, with $\text{win}$ ranging from 2 weeks–2 months. For $H_{\text{win}}$ we will use Equation (6.4) but with $p(l, i)$ being:

$$p(l, i) = \frac{N_{wl,i}}{\text{win}}, \text{win} \leq i \leq n$$  \hspace{1cm} (5.5)

where $N_{wl,i}$ is the number of appearances of location $l$ in the last $\text{win}$ symbols of the sequence (from $i - \text{win} + 1 - i$). Finally, we inspect the values of the entropy calculated at each time interval $i$, $H(i)$, or $H_{\text{win}}(i)$, depending on whether we consider the entropy from the beginning of the last $\text{win}$ symbols, and label as potential anomalies those samples with higher entropy differences with respect to the previous value.
5.3.3. Experiment and Parameter Selection

In this session, the code used to calculate the entropy of the data obtained is explained line by line. As a first step, as it possible to see in Code 9, we take the data we have collected and transform it using the Panda library [41], which allows very easily to explore files of this type by converting strings into lists and dictionaries.

- Code 9

```python
import matplotlib
import math
import scipy.stats
import json
import pandas as pd
import matplotlib.pyplot as plt
import uc3mEntropy
from pandas.io.json import json_normalize
import numpy as np
from datetime import datetime
import matplotlib.patches as mpatches

with open('StreamingRoma.json') as dati:
    contents = dati.read()
    new = json.loads(contents)

# para discretizar en N x N cells
nycphil = json_normalize(new)
```

Secondly, (see Code 10) the formula explained in the previous section is implemented in order to divide the geographical area in $N \times N$ cells of the same size. Specifically, we take the coordinates that correspond to the extremes of the area under consideration and we save them as variables, then we scroll the coordinates of all tweets with a loop and for each coordinate (longitude and latitude) we apply the formula 6.1. Then the values corresponding to the time the post was posted are saved in an array.

- Code 10

```python
max_lat = 41.9919693871
min_lat = 41.7932623901
max_lng = 12.6650081465
min_lng = 12.3045870488

# para discretizar en n x n cells
```
def discretize(row, n):
    return (int(n * (row[0] - min_lat) / (max_lat - min_lat))) + 
    (n * int(n * (row[1] - min_lng) / (max_lng - min_lng)))

val = []
for i in nycphil["geo.coordinates"]:
    val.append(discretize(i,4))

time = []
for i in nycphil["created_at"]:
    time.append(i)

Finally, as it is possible to see in the Code 11, the shannon algorithm is applied for each value obtained from the discretization in cells. Similarly, in the Code 12 is calculated the entropy with a window that moves from time to time. In this specific case, it is calculated the entropy for 1/3 of the values. The window is calculated as the n − th entropy to which the value in head is eliminated and added the new value in tail, this allows us to have more concrete values.

- Code 11

```python
#sin ventana
entr = []
extropia = []

count = 0
for j in val:
    #count +=1
    entr.append(j)
serie = pd.Series(entr)
extropia.append(uc3mEntropy.scipy_entropy(serie))

df = pd.DataFrame({
    'value': entropia
}, index = time)
line = df.plot.line()
```

- Code 12

```python
#con ventana
entrVent = []
```
entropiaVent = []

i = 0
for j in val:
    i = i + 1
    # voy a eliminar el primer valor así la ventana se mueve siempre más
    if i > abs(len(val)/3):
        entrVent.pop(0)
        entrVent.append(j)
        serie = pd.Series(entrVent)
        entropiaVent.append(uc3mEntropy.scipy_entropy(serie))
    else:
        entrVent.append(j)
        serie = pd.Series(entrVent)
        entropiaVent.append(uc3mEntropy.scipy_entropy(serie))

df = pd.DataFrame({'value': entropiaVent}, index = time)
line = df.plot.line()

5.3.4. Limitations and Advantages

The limitations of using twitter and the API that allowed us to conduct this investigation is that they are very sensitive to policy changes, as we had already seen in the use of other APIs of other social media. We have found that many changes occurred in the last years but fortunately the Tweepy library does not impose many limitations. In fact, it was possible to start several scripts with different search parameters at the same time and let them work in parallel. The only limitation in this sense was the script that collected real-time data from New York, which stopped after only 13 days, causing a "403" error that, according to the official twitter documentation, is caused when the request to contact the end-point was refused or the access not allowed. This code is used when the requests are rejected due to update limits. Most likely, we were in the case "Corresponds with HTTP 403 The user account has been suspended and information cannot be retrieved", as we can see from the official documentation [42]. This is because too many calls to the API are made at the same time with the same beliefs. As a matter of fact, this has been caused by the fact that the data being captured for New York was 10 times larger than the other two.

Another limitation of our approach is the way in which the twitter API provides information on geolocated tweets. The tweet position was obtained from the latitude and longitude where the tweet was posted. However according to a study conducted in [43], during the one-week sampling period of the study, about 20% of the tweets collected showed the user’s location with an accuracy of the street level or higher. Many Twitter
users disclosed their physical locations directly through active monitoring of the location or Global Positioning System (GPS) coordinates. However, another 2.2% of all tweets - about 4.4 million tweets a day - has provided "environmental" location data, in which the user may not be aware that he is disclosing his location. Therefore, what emerges is that only a very small part of the total tweets have information about geolocation, and many of these do not provide accurate information. In addition, another work [44] investigated the geographical distribution of tweets and the amount of tweets with precise geolocation in relation to the total. Out of a total of 3977238 of our sample, only 11513 have an exact position instead of the other 27213 that are "tweets with place" [39]. In conclusion, with respect to the 100% of tweets only 0.29% have a precise geolocation, and these are the ones we are interested in. In this work, we are interested in revealing unusual events such as special days or even emergencies, in fact it was noted that during holidays, such as Christmas and New Year, we have an increase in tweets and also a movement of these in different areas of the city than they usually had. In any case, these aspects are still open to further investigation.
6. TESTS AND RESULTS

The purpose of this chapter is to describe the results obtained thanks to the methodology proposed in the previous chapter, their goodness and drawbacks with the aim of commenting and analyzing the features and the issues observed. Due to the limitations and issues discussed in the previous chapter, in the early stages this work has been quite tricky, and some changes have been applied in order to proceed further. Results will be presented and a general statistics analysis of the case will be carried out thanks to the data obtained and the phenomena observed. We will discrete how the distribution of the tweets has been developed, which are the scripts applied and why and finally the entropy analysis will be widely commented.

6.1. Data obtained

The data obtained are saved in a .json file type which is a format easy to be handled by python and that allows to work with a huge amount of data. Moreover, python, thanks to the "json" library, offers great support for the manipulation and exploration of these types of files.

In the first stages, the algorithm mentioned in the previous section was launched not only for Madrid and Rome, but also for New York. However, on December 23rd the algorithm break down in the last city causing an error due to too many calls to the API made at the same time with the same beliefs. This is because the data being captured for New York was 10 times larger than the other two and both servers and routine cannot handled them. For this reason, the statistical analysis here proposed has been done only for Madrid and Rome, where we have all the necessary data.

Here is an example of a tweet of Madrid as it has been captured by the code 6,7,8 mentioned in the previously chapter:

```json
{
    "quote_count": 0,
    "contributors": null,
    "truncated": true,
    "text": "Repitir\u00eda una y mil veces este viaje. A pesar de que ya haya pasado m\u00e1s de un mes, lo recuerdo como si hubiera ater\u2026 https://t.co/tvJ4k58TFJ",
    "is_quote_status": false,
    "in_reply_to_status_id": null,
    "reply_count": 0,
    "id": 1072132468625428484,
    "favorite_count": 0,
}
```
Repití una y mil veces este viaje. A pesar de que ya haya pasado más de un mes, lo recuerdo como si hubiera aterrizado anoche.

Hablando de viajes, pronto pongo rumbo a una nueva... https://t.co/YXjsYhkhWK
As we can see, the metadata collected are of different nature. In order to help us with the analysis of the such a data we used the library called "Pandas" [41], that allows a very easy exploration of these kind of files by converting strings into lists and dictionaries. According to what we have seen in the chapter 3 the metadata behind a single tweet are really a lot compared to what a person can sees. We obtained also the information about the creation data of the post and its geographical coordinates which are represented as a follow:

```json
"coordinates": {
    "type": "Point",
    "coordinates": [
        -3.7081756,
        40.421538
    ]
}
```

A very interesting thing was we had been able to extract the exact position where the post was posting.

There are quite a few questions we could answer using this dataset:

- Which day of the week has the most tweets?
- At what time of day are people more active on twitter?
- Are the tweets distributed fairly evenly in geographical terms?

### 6.1.1. Exploring the data

The two .json files obtained are of a size of about 300MB. Respectively, 21463 tweets were captured from Rome, while 54460 tweets were captured from Madrid. They were captured during a period from 10/12/2018 to 10/1/2019. Starting from this first data it is possible to understand where the platform is used more in agreement with researches performed in the past. In order to extract the data from the file and answer the questions previously asked, we have read them and afterwards we transformed them into python objects through the .json library. Finally, it is necessary to switch them into Pandas series
in a way that is capable to treat them not as simple lists of strings but as Data Frames, and this task can be done with the following codes.

```python
with open('StreamingMadrid.json') as dati:
    contents = dati.read()
    new = json.loads(contents)
    nycphil = json_normalize(new)
```

The data in Pandas series allow a great amount of analysis. For instance, it is possible to know which days of week results in the most amount of tweet as it follows:

```python
nycphil['created_at'] = pd.to_datetime(nycphil['created_at'])
nycphil['created_at'].dt.weekday.value_counts()
```

<table>
<thead>
<tr>
<th>Day of the week</th>
<th>Madrid</th>
<th>Rome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td>8178</td>
<td>3129</td>
</tr>
<tr>
<td>Tuesday</td>
<td>8577</td>
<td>3516</td>
</tr>
<tr>
<td>Wednesday</td>
<td>8701</td>
<td>3238</td>
</tr>
<tr>
<td>Thursday</td>
<td>7996</td>
<td>2996</td>
</tr>
<tr>
<td>Friday</td>
<td>7177</td>
<td>2929</td>
</tr>
<tr>
<td>Saturday</td>
<td>6954</td>
<td>2726</td>
</tr>
<tr>
<td>Sunday</td>
<td>6877</td>
<td>2929</td>
</tr>
</tbody>
</table>

TABLE 6.1. NUMBER OF TWEETS PER DAYS OF THE WEEK.

The Table 6.1 shows the amount of tweets for each day of the week during the period from 10/12/2018 to 10/1/2019 for both cities analyzed. It is possible to see that both Madrid and Rome’s have a similar trend, that vary only by the number of tweets. Indeed, as we can see from the table, in Madrid we have almost three times the number of tweets of Rome with the same trend. Moreover, as for the distribution we have a greater number of tweets between Tuesday and Wednesday, this is because in accordance with the period in which we performed the capture of the tweets, on Tuesday’ is the day in which we find both Christmas and New Year and therefore we can notice an increase in tweets these days.

We can also plot out the average of tweets in hours of day:
nycphil['created_at'] = pd.to_datetime(nycphil['created_at'])
plt.xlabel('Hours of the Day')
plt.ylabel('Number of tweet')
plt.hist(nycphil['created_at'].dt.hour, bins=24)
plt.savefig('prova.pdf', bbox_inches = 'tight')

Fig. 6.1. Average number of tweets for hours of the day

Similarly to the previous case, in Fig. 7.1 we can observe that the two graphs have the same trend. It seems that the highest number of tweets is obtained around 1 p.m. and 8 p.m. for Madrid, and around 6 p.m. for Rome, and the lowest number of tweets is obtained in both cases around 5 a.m. This might make sense, as people are sleeping at night so they can’t be active on twitter. Conversely, we have the most tweets during lunchtime and when they go out of work. Indeed, these are actually the times when people have more free time and can use social networks.

6.1.2. Subsetting the Tweets

With the aim of doing a more deeper analysis, it is possible to filter the data obtained, reducing considerably the amount of information required to be handled. For example, it is possible to obtain informations that refer only to a certain day or to a short period. In this project we decided to analyze the geographical distribution of the Madrid tweets during the period of New Year’s Eve, while we chose the Christmas Day for Rome. To perform this task we used the Folium [45] package, which offers easy features to create interactive maps in python through the use of another library called leaflets [46].

Specifically, and step by step, these were the tasks performed:

- Firstly, filter the values and then create a sub-dataset that contains only tweets that referred to the desired dates.
• Secondly, divide the map into zones according to the distribution of the tweets.

• Finally, for each tweet create a popup in which you can view the attribute "text", i.e., the text of the tweet itself.

In the Fig. 7.2, Fig. 7.3, Fig. 7.4 there are several examples concerning the results obtained for Madrid during the period from 31/12/2018 to 02/01/2019:

Fig. 6.2. distribution of tweets on the map

Fig. 6.3. Possibility to choose the area on the map
It is clear how, looking at the Fig. 7.2, the map appears as a whole block. Furthermore there is the possibility to see the number of tweets corresponding to each zone in which the map has been divided. We have more tweets in the central area of Madrid, while as we move away from the center the tweets decrease, possibly due to the density of population, young people and students in these areas. Fig. 7.3 shows the possibility to choose the area to analyze and finally in Fig. 7.4 we see how it is possible to literally ‘click’ on the tweets and see all the information required. The interesting thing that could be observed is that out of a total number of 4033 tweets posted during the three days in question, 1025 were posted in the central area of the city (more than a quarter of the total number). This figure can be very significant and could be helpful, for instance, for the organization of the city’s security.

6.2. Calculation of entropy applied to a specific scenario

In order to calculate the anomalies and compare the two cities taken into consideration, we refer partially to the work and method used in [11]. What we have noticed is that there are parameters that allow us to make evaluations and then find the anomalies. One of these is the period in which the calculation of entropy is performed, that in our case is the Christmas period, i.e. period between 10/12/2018 and 10/1/2019. Indeed, we could see anomalies in the days when it was a holiday compared to the same days without holidays. What we have noticed is an increase in the number of tweets in these days and also a higher concentration of tweets in one point of the map compared to another. Another important factor in the calculation is the square size, "N", when you divide the city into a labeled
grid, as this size varies you can get different results.

In the Fig. 7.5 we can see the results obtained with Rome and Madrid coordinates during a Christmas period with the script "without window" showed above and a value on N = 4. It is possible to notice, according to other tests performed, that the results are different if we change the value of N and using a window that gradually stores the old values we can find out the greatest variations of entropy that allow us to find the real anomalies. The window we have used stores the values starting from 1/3 of the total length of the values; and also in this case, changing this value it is possible to obtain different results, but not with significant variations. Instead, in the Fig. 7.6 we can see the results obtained with the code 7 showed in the previous chapter.

![Entropy evolution in the Madrid and Rome data set.](image1)

![Entropy evolution in the Madrid and Rome data set with window.](image2)

What we can immediately notice is the almost total similarity between the graph obtained for Madrid and the one obtained for Rome. This is certainly due to the fact that during the Christmas period the people living in the two capitals have more or less the same
habits. We were able to obtain slightly more significant results for Madrid because the use of this social network is more common with respect to Italian cities, as demonstrated by the magazine "CityMetric" who did an investigation into which city Twitter was most used in [47].

Due to the significant limitations that have been imposed in recent years on the use of these APIs, the data that we have managed to collect concern only one month. For this short period it is not possible to see significant anomalies in the calculation of entropy. This is because it would be appropriate to analyze, for example, the behavior of the crowd on a specific day of the week over a period of at least one year. Nevertheless, by analyzing the entropy of a single day of the week, it is possible to see anomalies on the days when the tweet flow is highest. In our case we have chosen Tuesday as the day, because in the period we have taken into consideration for our experiment, Tuesday is the day on which we have both Christmas and New Year’s Eve. In Fig. [7.7] shows the entropy evolution of Tuesdays using the script "with windows" and using the same parameters chosen in the example in the Fig. [7.6].

![Fig. 6.7. Entropy evolution in the Madrid data set with selected parameters.](image-url)
7. CONCLUSION

As we have seen, there are many possible methodologies and analyses in the area of social networks and what we have presented until now is an attempt to unify, better define and formalize the most used forms and starting from them, defining new and more rigorous ones, which are able to detail and justify the observations deduced from their results. The project initiated in this thesis is focused on the creation of a method that allows to extrapolate geolocalized data in real time from Twitter and then analyze them in different forms, through the use of an interactive map, several statistics and through the calculation of entropy for the detection of anomalies in urban areas. The knowledge used comes from different fields, such as programming skills in scraping information from pages and websites, the development of graphics and interactive maps and finally the understanding and use of an algorithm for calculating entropy. The intention is to analyze the distribution of tweets in a specific geographical area in order to understand how in a specific period the crowd moves more in one area than in another, to compare the results obtained with an urban area of another city and finally try to identify eventual anomalies. From the results of the tests obtained it is possible to notice several and important information that can be used in many fields of research and data analysis. In fact, the possibility of being able to see the variation of the behaviour of the crowd of one city compared to another in the same period, is a fundamental factor. Moreover, the calculation of entropy, which permits to identify any anomalous events, is even more important. In the future, this kind of analysis could be used to prevent events with a large number of people, such as concerts, celebrations and even assaults. If we consider the problem from a business point of view, the techniques presented represent a complex of methodologies and metrics from which we can obtain data based on the requirements that we want to meet in the analysis and reporting. In this context, a collaborative approach is essential: the company defines requirements, the analysis expert decides which methodologies, metrics and techniques to use and how to set up the report based on a knowledge of the target company. Finally, a third figure is required, that is the expert in the field of data collection. The analysis of social media and reporting of results gives rise to some problems such as understanding requirements, choosing the most appropriate instruments and adapting them, recovering the data needed for analysis, analyzing data and extrapolating the results and the considerations. Last but not least, they should be presented in a formal way as understandable as possible by the requesting company. In the improvement of every single step of this process we find problems still to be analyzed and studied that represent or may represent current and future developments. The main one is the evaluation and improvement of the quality of the data to be analyzed with the application of a selection of the data obtained by rejecting unnecessary files, in order to make the algorithms used work more easily. In general, the area on which we have studied is still not very detailed, but it is a focus of general interest. Companies and brands are showing increasing interest in this type of analysis and in the results that they can bring,
to improve business, communication with customers as well as customer loyalty. This project was born with the idea of providing a simple method to collect data geolocalized by Twitter and be able to analyze them easily. Currently the panorama in this area is really huge and this is just a small drop in the ocean of the future, but I am honored to be part of it.
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