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Abstract

Wind energy is the fastest growing market in the energy production, and it is estimated that
by 2030, over the 20% of global energy production will be done with this technology. How-
ever, with the increase of dimensions of both the single turbines and of the clusters of wind
turbines, generally known as wind farms, the engineering challenges increase too.

For defining the aerodynamic interaction between the four turbines, instead of assuming
a linear deficit coefficient like in other researches, and considering that it is assumed that the
turbines are installed in a diamond shape layout, a wake model, based on the Jensen model
has been developed. This model shows how the overlapping effect between a wake and another
turbine, reduces the wind input speed, reducing the available power to extract.

In this thesis, a model for a wind farm composed of four wind turbines and the relative
control algorithms are presented. A simplified model for an Horizontal Axis Wind Turbine
(HAWT) has been developed considering both the aerodynamics and the electrical generator.
This last one has been developed considering a Doubly-Fed Induction Machine (DFIM) con-
trolled and connected to the grid by a back-to-back converter, composed of two bi-directional
voltage source inverters (VSI), where the stator windings of the generator are directly linked
to the grid and the rotor windings are connected to the grid through the power converter.
This configuration is the most used in industrial applications for its efficiency, reduced costs
and reliability.

In order to control the single wind turbines, the standard approach implies the application
of a vector control of the power converter where the control algorithm is generally based on
the PI technique, which is simple to implement and tune but lacks of robustness and hardly
deals with non linearities of plant model. In this thesis, a vector control based on the super-
twisting sliding mode control (STW-SMC) for both the VSIs has been proposed. This control
technique is characterized by a still simple control algorithm that guarantees robustness and
low chattering effects. The results show a performance tracking of a desired rotational speed
for the DFIMs, while the DC-bus voltage regulation for the grid side converter still presents
too high ripples for considering it acceptable.

For the control of the entire wind farm system, the most common approach is the imple-
mentation of an algorithm for the maximum power extraction of the single turbines, but this
approach doesn’t take in consideration possible effects on the fatigue and damages imposed to
the single wind turbine and on the potential wake interaction effects with the other turbines,
which can cause an increase in the turbulence intensity and a consequent added mechanical
stress on the other turbines of the system. Here, a supervisory control for the wind farm has
been developed, based on an optimization algorithm that computes the best rotational speed



values for the single turbines, considering the wake interactions, in order to have a trade-off
between power production, mechanical damages and turbulence generation. The results show
how with this algorithm the wind farm power production is reduced but also the mechanical
damages to the turbines are reduced, with the consequence of a possible increase in the life-
time of the system and of a reduction in the maintenance costs of the wind farm.
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Sommario

L’energia eolica ¢ il settore del mercato dell’energia piti in rapida espansione, ed ¢ stimato, che
entro il 2030, oltre il 20% della produzione globale di energia verra fatta con questa tecnolo-
gia. Tuttavia, con 'incremento delle dimensioni, sia delle singole turbine che degli assiemi di
turbine eoliche, generalmente conosciute come parchi eolici, le sfide ingegneristiche aumentano.

Per definire 'interazione aerodinamica tra le quattro turbine, invece di assumere un coef-
ficiente di riduzione di velocita di tipo lineare, e considerando che si assume una disposizione
delle turbine di tipo a diamante, si é invece sviluppato un modello di scia basato sul modello
di Jensen. Questo modello mostra come l'effetto di sovrapposizione tra la scia di una turbina
ed un’altra turbina, riduce la velocita del vento in ingresso per quest’ultima, riducendo la
potenza estraibile dal vento.

In questa tesi, un modello per una wind farm composta da quattro turbine e i relativi
algoritmi e schemi di controllo sono presentati. Un modello semplificato per una turbina
ad asse vertical (HAWT) ¢ stato sviluppato considerando sia gli aspetti aerodinamici che il
generatore elettrico. Quest’ultimo & stato sviluppando una macchina a doppio avvolgimento
(DFIM) controllato e connesso alla rete attraverso un convertitore elettronico bi-direzionale,
composto da due inverter a tensione impressa (VSI); in tale configurazione, gli avvolgimenti
di statore sono collegati direttamente alla rete elettrica e quelli di avvolgimenti sono connessi
alla rete tramite in convertitore. Questo tipo di configurazione & la pit utilizzata in appli-
cazioni industriali per la sua efficienza, i costi ridotti e I'affidabilita.

Per controllare le singole turbine eoliche, ’approcio standard implica ’applicazione di un
controllo vettoriale dei convertitori di potenza dove ’algoritmo di controllo é generalmente
basato sul tipo proporzionale-integrativo; tale algoritmo, che é di semplice implementazione,
manca di proprieta di robustezza ed ¢ poco efficace su modelli non-lineari del sistema. In
questa tesi, un controllo vettoriale basato sul super-twisiting sliding mode control (STW-
SMC) ¢ stato implementato per entrambi i convertitori. Questo tipo di algoritmo, ¢ sempre
caratterizzato da una struttura semplice, ma che garantisce robustezza e bassi di livelli di chat-
tering. I risultati ottenuti mostrano un buon inseguimento del valore di velocita desiderato
per i DFIM, mentre la regolazione di tensione dell’accoppimento capacitivo dei convertitori
di potenza presenta ancora ripple troppo alti per considerarsi accettabili.

Per il controllo dell’intero parco eolico, I’approcio pitt comune é I'implementazione di un
algoritmo di tracciamento della massima potenza estraibile dalle singole turbine; tuttavia
questo tipo di approcio non prendere in considerazione possibili effetti sui carichi strutturali,
sui danni di fatica applicati sulle singole turbine e sulla potenziale interazione di scie con le
altre turbine; queste ultime infatti, possono causare un incremento nell’intensita di turbolenza
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ed un conseguente aumento di stress meccanico su altre turbine eoliche nel sistema. In questa
tesi invece, si espone lo sviluppo di un diverso tipo di algoritmo di supervisione, che si basa su
un algoritmo di ottimizzazione in grado di calcolare il miglior valore di velocita di rotazione
per le singole turbine, considerando inoltre 'interazione aerodinamica; cid permette di avere
un compromesso tra potenza prodotta, danni alle turbine e turbolenza generata dalle scie.
I risultati mostrano come, con questo algoritmo, la potenza estratta totale del parco eolico
¢é ridotta, ma anche i carichi sulle turbine sono ridotti, con la conseguente possibilita di un
incremento di vita dell’impinato e di una riduzione dei costi di manutenzione del parco eolico.
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Chapter 1

INTRODUCTION

In this chapter, a short discussion of the nowadays’s situation about the wind energy industry
and research, followed by a brief introduction to the topic of this research and its main general
assumptions is presented.

Figure 1.1: Gemini offshore wind farm, located in the Netherlands [2]

1.1 Research trends in wind energy

Since the beginning of the industrialization, the energy demands has globally increased, and
the usage of fossil fuels, such as gas and oil, have brought considerable environmental dam-
ages. Fortunately, as well explained in [2|, renewable energies such as wind and solar energy
are on the rise, more precisely, it is estimated to grow to 33% of global power production by
2040.

Wind energy in particular is probably the fastest growing energy technology nowadays, where
it is estimated, that just in the United States, by 2030, more than 20% of total energy will be
produced by wind turbines [1]. The growth of the wind energy market has also brought an
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Chapter 1. INTRODUCTION

increase of the engineering challenges to the proper application of this technology. As can be
seen in Figure 1.2, the increase of the wind turbine is constantly increasing, and this brings
challenges in terms of structures, manufacturing, installation, and of course design.

Wind Turbine Sizes

500 kw
@ 40m
100 kW
@20m
50 kw
@15m
| H24ﬂ'| H43m |H54m H 104m H14m
1980 1985 1990 1995 2000 2005

Figure 1.2: Comparison between dimensions of MW scale HAWT [1]

More in detail, one of the main challenges is given by the strategy of installing more
wind turbines in a cluster, defined wind farm, in order to save space and to have an easier
management of the energy plants. The closeness of this turbines brings problems related to
wake interactions, that can cause power losses and mechanical stress, with the consequence
of reducing the utility life of the turbines. So in order to design the wind energy conversion
systems (WECS) it is necessary to also consider the need of the definition and application of
mathematical models not only for the wind turbines themselves but also for their wakes, and
how they interact with the other turbines, and what effects cause in the short and long term.
Many researchers had worked on the development of this models, where a comprehensive
review can be found in [28] and [7], where both linear and non-linear models are explained.
Also, the need of a standard in the wind turbine modeling has been found in the NREL
models of FAST, as can be read in 28], where the FAST model has been implemented for the
aerodynamic model of a wind turbine equipped with a DFIG generator.
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Figure 1.3: Wind farm in Galicia, Spain [1]

A major area of research, on which also this thesis has been focused on, is regarding the
control algorithms, for both single turbines and clusters. The industrial approach regarding
the single turbine control are based on the well known PI control, applied for both vector
control and direct torque. Unfortunately, this kind of control law, doesn’t possess properties
that are fundamental in uncertain environments such as the WECS, first of all the robustness
to un-modeled dynamics and measurement noise. The research has developed many alter-
natives, every-one with promising results but also drawbacks. In particular, sliding mode
control techniques are one of the major interests at the moment. Various sliding mode control
techniques have been tested, particular mention can go to [31] and [32] where sliding mode
theory has been applied for both the control loops and for state observers. Other applications
can be found found in [35], [36], [37] and [37]. Another interesting approach, is the application
of the new trends of the neural networks to the sliding mode control, that can be found in
[30]. Also other kinds of control techniques have been studied for wind turbine control, as
can be seen in [34] with the application of a Linear Quadratic Gaussian, and in [33] with a
tuned damping controller.

Regarding the supervisory control algorithm for the wind farm, in the standard approach
the algorithms are based on the maximization of the power production of the single wind
turbine, without regards for the entire cluster. This kind of control techniques are called
Maximum Power Point Tracking (MPPT), and comprehensive reviews can be found in [42]
and [43]. Another major trend, is about the development of better optimization and control
algorithms for the obtaining the best results from the plant both in terms of energy production
and degradation reduction, and various approach can be found in literature. For example,
in [39], [40] and [41], a model predictive control approach has been implemented, while in
[45] can be found an application of the binary particle swarm algorithm to the cas. Another
interesting approach can be found in [44] with the application a genetic algorithm.

1.2 The goal of this research

The purpose of this research can be summarized in the following points:

1. The development of a mathematical model for an horizontal axis wind turbine, consid-
ering the conversion of the wind energy into mechanical energy

2. The development of a mathematical model for the wake interaction between turbines




Chapter 1. INTRODUCTION

Wind =] A_i@; > ‘Q% —>b

Gearbox  DFIG & Converters

WT Aerodynamics Grid connection

Figure 1.4: Block scheme representing how the system has been implemented [24]

located in a close space, where the wake of a turbine can affect the input wind speed
for other turbines

3. The development of a mathematical model for the electrical generator installed on the
turbine and the relative power converter and grid connection, where the system is then
responsible for the conversion of the mechanical energy into electrical energy

4. The development of control algorithm for the single wind turbine system, considering
both the mechanical aspects such as the rotational speed, but also of the electrical
system itself and its parameters such as currents.

5. The development of a supervisory control system for the wind farm, responsible for
the estimation of the optimal speed target to obtain the best trade-off between power
production and mechanical stress on the wind turbines.

Uinf —

Cp

Jensen wake
mode

Supervisory
control

WT control

w_ref PWM_in

w_meas

WT model

DFIM
model

Figure 1.5: General block scheme representing the various research topics and their connec-

tions

After an analysis of the current trends for the research, the starting points chosen and

assumptions can be summarized as:

1. The input wind speed is assumed known and both in intensity and in direction, and so

the wind speed is assumed to come only from one fixed direction.

2. The wind turbines are assumed to be identical, same mechanical/electrical characteris-
tics and same height installment .

3. The wind turbines are all operating in region 2, where the power extracted is propor-
tional to the wind speed, and the pitch angle of blades is considered fixed (explanation
in chapter 2).
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1 Rated Speed

100

Power Output
(% of Rated Output)

T Wind Speed (m/s) T

Cut -in Speed Cut -out Speed

Figure 1.6: Operational regions for a HAWT |2]

4. The wind turbines are assumed to be four, and to be installed in a diamond shape, as
shown in Figure 1.7

5. The wind turbines are equipped with doubly induction machines for the electrical energy
generation, the power converters are assumed to be composed with ideal switches with
no losses.

6. The electrical grid is considered as a three phase-voltage generator with a star connec-
tion, and all the turbines are connected in parallel to it.

7. The wind turbine control loops are designed by means of a super-twisting sliding mode
control algorithm, defined in the continuous time.

8. All the measurements required by the control loops are assumed measurable without
noise.

9. The supervisory control is implemented with the interior point method algorithm.

> WT 1

 — wrs]

Figure 1.7: Wind turbines composing the wind farm, disposed in a diamond shape layout




Chapter 2

WIND TURBINE AERODYNAMIC
MODEL

2.1 Introduction

In this chapter, a description of the physical laws of the aerodynamics of the wind turbines
is presented, followed by a description of the MATLAB/Simulink implementation of the two
systems. With the same structure, also the modeling of the wake interaction, both for math-
ematical formulation and MATLAB/Simulink modeling is presented.

. . : PWM in
Uinf — Jensen wake Vi Supervisory w_ref WT control — | WT model

mile control DFIM 1
model H

Cp

w_meas Vi

Figure 2.1: Research block scheme: this chapter focuses on the aero-mechanical aspect of the
single WT

2.2 Wind turbine structure and components

An Horizontal Axis Wind Turbine (HAWT), as can be senn from Figure 2.2, is composed
by a tower, that is a mechanical structure that support the nacelle, that is the second main
component, nonetheless, the turbine itself, by means that in the nacelle, are located all the
components necessary to convert the wind energy into electrical energy. So after that the wind
energy has been captured by the blades, which design and aerodynamics are neglected for this
research, a gearbox, multiply the rotational speed of the turbine shaft, in such way that the
output speed reaches values of speed that are around the nominal speed of the electrical
machine.

Another important component, that again for the purpose of this research has been neglected
in the modeling and control of the wind turbine is the braking system. This component is
activated when the wind speed, and consequently the thrust on the tower and the rotational
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W Fitch

Genemtor

Controller

Yaw Drive

Yaw motor

High-sp2ed

shaft
Bladss W— il

Figure 2.2: Wind turbine main components [1]

speed of the shaft goes over a maximum value. In such way, it’s possible to avoid serious
mechanical damages to the system.

An important mention can also be done for the pitch control system, which is a complex
of hydraulic or electrical actuators used for regulating the pitch angle of the turbine blades,
which is the main control action used in region 3, when, as explained in [1], the power of the
generator is limited to a constant value after a certain value of wind speed, which normally
is equal to the nominal wind speed of the turbine.

The last important component of regulation of the turbine is the yaw control system, which,
again by means of hydraulic or electrical actuators, can orientate the turbine is such way that
can extrapolate the desired amount of power and at the same time deflecting the wake in such
way that the wake interactions between turbines in a wind farm system is lower. This became
particularly important when the wind direction is variable or the wind farm is composed by
a very compact cluster of turbines.

8§ 7 6 5 4 3m/s

wind
speed [ D

Figure 2.5: Yaw control system [2]
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generator yaw &7
= motor
high
speed
shaft

-stage yaw
gear box

Figure 2.4: Pitch control system [1]

Wind energy and power curves

Depending on the wind speed and direction, a certain control action is implemented. In
general, three operational regions can be defined:

1. Region 1, also defined low wind speed region, is an operational situation where the power
produced is low compared to the mechanical losses [1|, and the turbine consequently is
kept un-operating and in brake mode.

2. Region 2, which is the operational region assumed for this research, is when the turbine
operates in wind speeds in the range of a minimum value (usually around 7-8 m/s but
depends a lot from the turbine) to the base wind speed (around 12-13 m/s). In this
region, the main goal is to capture all the possible power available, and considering
that this is the region where the generator varies its rotational speed, the main control
action implemented is the torque control. That implements the generation of a certain
electro-mechanical torque, in opposition to the mechanical torque coming from the wind
turbine’s blades, in order to regulate the speed at a desired value. The description of
the control technique is the argument of chapter 4 of this research.
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Figure 2.6: Operational regions for a HAWT [2]

3. Region 3, which is the region that comprehends all the values of wind speed from the
base wind speed to the maximal accepted value for security before activating the brakes.
In this region, as can be seen from figure 2.5, the power production is kept constant, due
to keeping the electrical generator working at its rated values, especially for currents.
The main control action in this region is the blade pitch angle regulation, where the
blades rotates around their axes in order to regulate the drag, and consequently the
mechanical power extracted from the wind resource. As mentioned before, the control
of the pitch angle, and consequently, the study of the turbine in region 3 is not analyzed
in this research, but it is one of the major research topics on the argument on a global
scale.

2.3 Fundamentals of wind turbine aerodynamics

The conversion of the kinetic energy from the wind resource to the mechanical energy available
to the shaft, can be described starting from the study of the air flow entering in contact with
wind turbine’s blades. This can be done by means of various detailed models considering
different assumptions, but for the purpose of this research it has been chosen as a starting
point the wide known Actuator Disk Model, which phenomena is well described in [9] , which
is taken as a starting point for this elaborate.

The Actuator Disk Model (ADM), defines the wind turbine’s blades complex as a homo-
geneous porous disk, from which the air flow pass by, and it’s characterized by the following
assumptions [9]:

1. no frictional drag

2. homogeneous and not compressible fluid, constant air density

w

. steady state flow of the fluid

W

. constant pressure increment of thrust per unit area over the disk

t

. constant pressure increment of thrust per unit area over the disk

9
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turbine axis

Wind

Pitc

instantaneous wind field

+ M\ Pitch
Desired Q Controller

h Motor
: Pitch

@
—
Rotor
Speed
Dy ® | Tor
que
Controller
Power Converter
Speed |
Sensor Rotor Speed

Figure 2.7: Control scheme for a HAWT [1]

6. infinite number of blades

This model of course cannot be utilized for blade’s design or detailed studies of wind
flows, but it’s sufficient for the describing the power and thrust generated by the wind energy
conversion.

The ADM’s starting point is the study of the air flow by means of the Bernoulli’s equation,

computed in four main areas of study: free-stream region, just before the blades, just after
the blades and the far wake region.

actuator disk

Streamtube
boundary

i : 3 i
Figure 2.8: Actuator disc model [9]

Writing the Bernoulli’s equations for upwind (before the turbine) and for downwind (after
the turbine) knowing that:

10
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Uy =Us =Ug (2.1)
L o L o
Pd + QPUR =po+ §pr (2.2)
1, 1,
Po+ §ono =pu+ §pUR (2.3)
And by knowing that
Po = Pw

and combining (2.2) and (2.3) it’s possible to define the pressure drop responsible for the
energy extraction

1
o = 5o(U% —U2) (24)

From the pressure drop, so by the velocity decrease it’s possible to define the Axial In-
duction Factor, that is defined as the velocity reduction relative to the free wind speed:
Uso —Ugr

a= UL (2.5)

From the axial induction factor definition it’s possible to define the power coefficient and
the thrust coefficient, which are respectively the percentage of power extracted by the wind
turbine from the wind resource and the thrust acting on the turbine’s nacelle.

1

Cp=4a(l—a)* - P = §pACpU3 (2.6)
1
Cr=4a(l—a) =T = 5pACTU2 (2.7)

The main idea of the wind energy conversion systems is that the energy extraction from the
wind is caused by the capture of the kinetic energy from the wind, which corresponds to
a decrease in the wind speed coming out of the turbine. But it’s important to remember
that there’s a limit in the energy extraction, and that value is defined by Betz’s law. The
Betz’s law, which demonstration is omitted here, but well defined in [10], shows that there is
maximum value for the power coefficient Cp, to which corresponds a maximum value for the
axial induction factor:

16 1
Cpmax = o7 ~ 0.59 = amaz = 3

And by remembering that:
P, mech

Cp = 4a(l —a)?* = P
WL

(2.8)

this means that the maximum power extracted from a wind turbine cannot be more that 59%
of Pw. In reality, as shown later, this value is lower due to un-modeled dynamics and energy
losses in the actuator disk model. This limit will be used later in the development of the
optimization algorithm for the wind farm.

11
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2.4 Model of a wind turbine

The energy capture, defined by the power coefficient, is also function of how the wind turbine
is designed and how the system is controlled, that means that each turbine is characterized
by a performance curve 13|, that is defined by a non-linear equation:

116 —12.5
Cp(A, B) =0.22 < — 0408 — 5> e "i (2.9)
Rq
where the numerical coefficient:
1 1 0.035
— — 2.10
ki A+0.083 pB3+1 (2.10)
1000
800 :
U=11mf

'
o= const
600 '

U=9mf
400

Mec hanical power (kW)

200 -

0 5 10 15 20 25 30 35 40 45 50

Blade speed (rpm)

Figure 2.9: Example of Power coefficient curves versus rotational speed for various wind
speeds [13]

and where lambda is defined as the tip speed ratio:

A= (2.11)

where o is the rotational speed of the turbine shaft, R is the radius(length) of the turbine

blades and V is the input wind speed, and where beta is the pitch angle, that is the angle for
which the turbine’s blades are rotated.

The values of the coefficients in (2.9) depends on the wind turbine design, while instead

12
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Coefficientof Power C,
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Figure 2.10: Example of Power coefficient curves versus tip-speed ratios for various [13]

lambda and beta are control parameters for speed regulation and power production.

As can be seen from figure 2.11, the block scheme for the model of the wind turbine
implements the equations 2.11, 2.9 and 2.6, and, as explained in the first chapter, the pitch
angle is assumed constant during the simulations. The final output for this subsystem is the
mechanical torque produced from the wind energy capture and conversion. This torque is
applied, through a drive train, to the shaft of the electrical machine.

10

vV wh

Lo
P= E"‘l( WU

Figure 2.11: HAW'T’s block scheme

In order to design a simple and manageable model for the project, it has been chosen
to directly use the Simscape’s component for the wind turbine. This, with difference from
the one explained before, works with pu measurements, so in order to implement it with the
generator it was necessary to apply some unit conversions. As can be seen from figure 2.12,
the block still receive the wind speed and the pitch angle in SI units, but the the rotational
speed, needs to be converted in terms of pu measurements. So it has been divided by the

nominal speed of the generator, and after that by the gear ratio of the drive train.

13
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WT’s Parameter Symbol  Value  Unit measure
Radius R 100 [m]
Air density p 1.225 [kg/m?]
Pitch angle B 0.5 [* degrees]
Nominal rotational speed (DFIG shaft) W, 1500 [rpm]
Gear ratio N 10 [/]
Nominal power coefficient CPnom  0.48 [/]
Nominal tip speed ratio An 8.1 [/]
Nominal rotational speed (pu) speed,, 1.5 [/]
Base wind speed V wind 13 [m/s]
Nominal power (pu) Py 0.73 [/]
Base wind power Pwind 2¢6 (W]
Base electrical power P, 2e6/0.9 [W]

Table 2.1: Wind turbine model’s parameters and relative values

DFIG_input_torque

Wind Turbine

Figure 2.12: Implementation of the HAWT in Simulink [MATLAB|

One thing that can be noticed for the drive train is that, it has been modeled by a simple
gear ratio constant, neglecting dampings and stiffness. The inertia of the blades has also been
neglected in order to obtain a simpler model.

The mechanical torque in output, needed to be converted again to the low speed gear, but
more importantly to the SI unit. It has been assumed, again for simplicity, that the nominal
torque of the wind turbine is equivalent to the nominal torque of the generator.

2.5 Wake definition and characteristics

As explained in [2], the output wind by which the turbine has extracted energy is characterized
by a change in the wind flow, and this alteration is defined as the wake of the turbine. This
wake is characterized by:

1. wind velocity reduction, as a consequence of the energy extraction

2. increase in turbulence intensity, due to the rotation of the turbine’s blade’s effect on the
wind

3. wake expansion, as described by the law of mass conservation assuming an not com-
pressible fluid

14
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There are also other effects and characteristics of a wake, such as deflection and wake
recovery, but in the developed model are not considered, and so consequently not treated in
this elaborate.

During the course of the years, many wake models have been developed, and a review of
those models can be found in |7]. The models have been developed in function of the studies
done on the wind turbine systems, there are kinematic models, which are simpler but that
require less computational power and time, and there are flow field models, that are more
detailed but that require more computational power and time. Those last one are usually
used for CFD simulations and used for blade design and aerodynamic studies.

Low fidelity Medium fidelity High fidelity
Ntludel Kinematic models Flow field models Flow field models
ype
Funda- Parametric 2D NS 3D NS
mentals
Models ijgi:?s FLORI- DWM, WFSim, SOWFA, WakeFarm,
o Dyn.... Ainslie... UTDWEF, SP-Wind....
Frandsen, ...
iy 2D 2D 3D
dimension
Dy- e o .
namic/Statid Static Dynamic Dynamic
Turbine ADM ADM/ALM and/or an aerodynamic package (e.g.,
model FAST)
Comp. Order of seconds on a desktop Order of minutes on a Order of days on a
effort PC desktop PC cluster of 10> CPUs
Model Low — medium Medium — high High — very high
accuracy

Figure 2.13: Classification of the wake models [2]

In order to develop a model of wind farm and the wake interactions between turbines, a

simple kinematic model, which is one of the standards in the research field, has been chosen
for this research.
The wake model chosen for this research is known as the Jensen/Park model, developed in the
1980s by N.O. Jensen [6], is a kinematic, parametric, static model developed starting from the
actuator disk model theory, which is characterized by a linear expansion of the wake and by
a superposition effect of multiple wakes acting on a certain turbine receiving the input wind
affected by them. A good description of the model used in this research can be found in [4]
and [11].

Starting from (2.5) can be derived that
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o _ (1—-2a)=+/1-Cr (2.12)

Vo

So the actuator disk model provides the simplest wake model possible. From this starting
point, and assuming the linear expansion, it can be written that

r =19+ azx (2.13)

where, as explained in [4] alpha, defined as the decay coefficient is set to 0.075 for onshore,

and to 0.05 for offshore wind farms [5], noticing that alpha = sin(angle of spread of the wake).
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Figure 2.14: Linear expansion of the wake assumed in the Jensen wake model [4]

So the velocity of the wind in the wake at distance x from the turbine can be computed
as

U1 :Q}o—i-’l}o(\/l—CT—l) (7%0)2 (2.14)

This formula still not includes effects of multiple wakes or a partial shadowing of the tur-
bine receiving the input wind speed affected by wakes.

As assumption, for simplicity of the mathematical formulation, all the turbines considered
have the same radius, exactly as described before, and so for the entire research. By using
trigonometric relationships we can define the shadowing area, that is the intersection between
the area of the wake entering in input to a certain turbine and the circular area of that precise
turbine, such as:

Li; o — L
Ash,i = [""i(l‘ij)]QCOS_l < J > —l—’I"(Q) (djj> — dijzij (2.15)

ri(2ij) ri(zij)
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where

1
sy = —\/A&2)(13) = (& —r +12)) (2.16)
i
where dj; is the x-axis relative distance between the turbines i and j.

Lij = dlzj — 7‘(2) + T%de (217)

A,

Wake stream  * A.ll'lml’.lll'.l'
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L i (v) —=Eamm

'Illtiililij.lji.l

n .'| ."l

Vo Wake oy

H‘ﬁ‘, 'u\ Sircam - " 1 “Tif
R b it /
Upwind mrbine 1+ + + + Y 4 4 4 af !

A b B A & & & & & &

v

Vi

Figure 2.15: Effect and parameters of partial shadowing [4]

Consequently, applying the superposition effect, by which the total effect of the wakes, it’s
the sum of the single wake effects, the complete model for the input wind speed of a turbine is:

v;(xij) = Uso

- Z (1 B m( To )2 Ashziow,i)] (2.18)

7i(ij)

In our system, the number of wind turbines and the layout of the wind farm are known,
so the wake interactions between turbines are known a priori. In this particular case, it’s
possible to write a fixed formula for every turbine, instead of developing an algorithm.

v = Umf (2.19)
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V wind

Figure 2.16: Shadowing effect in a diamond shape wind farm

Of course the first turbine does not have any wake interaction, because by being the first
turbine in the system, it receives the free wind input.

2
As
v = Upng(1 = (1 = /1= Cr2) (ro> A};m (2:20)

12

2
A
v3 = Upng(1 — (1 — /1 = Cr3) <TO> A};B (2.21)

13

Turbine 2 and 3 are subject to a partial shadowing caused by Turbine 1.

= U (1= (1= VT =) [ (2 A + (2 " Asny + (2 Ay
o= Pind o T14 Ao 24 Ao T34 Ao
(2.22)
Turbine 4 instead is subject to a partial shadowing caused by all the other turbines.

In order to implement the wake model in such way that the wind velocity enters as input
for each wind turbine block, it was chosen such design:

The MATLAB function block implement the relations described before for each turbine,
considering for each turbine all the turbines in front of them. Values for positions and dimen-

18
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sions where chosen for the only purpose of testing, and are not based on a specific case. More
detail about code implementation of the model can be found in Appendix.
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Chapter 3

WIND TURBINE
ELECTRO-MECHANICAL MODEL

In this chapter, a simplified explanation of the mathematical concepts and physical laws
regarding the technology of the doubly fed induction machine is presented. Its use in the
wind energy production, the relative electrical drive scheme and its implementation in MAT-
LAB/Simulink is also described.

PWM_in

Uinf — Jensen wake Vi Supervisory w_ref WT control WT model
mode control DIFY »
model H

Cp

w_meas Vi

Figure 3.1: Research block scheme: this chapter focuses on the electrical aspect of the single
WT

3.1 Introduction

In the wind energy field, many kind of electrical machines and drives are implemented for
energy production, but the most used nowadays is the doubly fed induction generator (DFIG),
due to many advantages, well described in [16]. The main characteristic of this machine is
the ability to work as a generator both in sub-synchronous and in super-synchronous modes
thanks to the control done by means of the back-to-back converter, as explained later on.
This capability becomes very important considering the variability of the wind speed due
to its intrinsic aleatory nature. Another important consideration is the fact that the rotational
speed variations are always around the synchronous speed of the stator’s rotating magnetic
field, and so the converter dimensioning can be reduced, typically at the 30% of the nominal
power [15].
The doubly-fed induction machine is characterized by having both the stator and the rotor
built with windings. In this way, it is possible to connect the machine with two different parts
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of the system.

Figure 3.2: View of a doubly-fed induction machine with rotary transformer [19]

S €IEEY
RSC GSC
o) )=
T
GB — Gearbox RSC — Rotor-Side Converter
IG — Induction Generator GSC — Grid Side Converter

T — Transformer
Figure 3.3: Schematic of the typical DFIG’s main components and relative configuration [15]

As can be seen in Figure 3.3 the typical arrangement consists of the direct link between
the stator windings and the grid, creating the stator magnetic field with constant amplitude,
frequency and phase. The rotor windings are instead attached to the AC side of the rotor side
converter (RSC), that creates three phase voltages with variable amplitude and frequency in
order to control torque, speed and power of the electrical machine.

3.2 Reference transformations

In order to design a control system and analyze transient behaviours that happens in the
electrical machine, it is necessary to define a dynamic model that consider the variations of
magnetic fluxes, and consequently of the currents.
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But describing a dynamic model in a three phase reference system, generates complex equa-
tions that are hard to understand intuitively and requires a considerable amount of compu-
tational power. So instead, it is common practice to define new reference frames.

The first transformation done is the passage from a three phase domain to a two-phase
domain, where the system is described in two axis with a 90° angle between them, but this
new reference frame is still fixed in space, with the same referring point of the three phase
system. The system described is constituted by two sinusoidals (voltages, currents or fluxes)
oscillating with the same frequency of before.

a

X=X723=Xuan0

Figure 3.4: Geometrical representation of 3-axis and 2-axis reference frames at comparison
[20]

The transformation T responsible for transforming from a three-phase system (abc) to a
two-phase system (alpha-beta) and the inverse for the opposite transformation are defined as
[20]:

V2/3 —1/V6 —1/V6 2/3 0 1/V3
T=1| 0 1/vV2 —1/v2| T7'=|-1/vV6 1/vV2 1/V3 (3.1)
1/vV3 1/V3  1/V3 —1/V/6 —1/vV/2 1/V3

But still, in the alpha-beta reference frame, we are still dealing with sinusoidal parame-
ters for which creating a control system can be difficult in terms of mathematical modeling.
What can be done is to describe the electrical equations in a new reference frame that rotates
synchronously with the rotor shaft.

The transformation T responsible for transforming from a fixed two-phase system (alpha-
beta) to two-phase system (dq) and the inverse for the opposite transformation are defined
as [20]:

Ry = [cos@ sm@] 1 _ |:COS€ —sm&]

—sinf cosf 0 sinf  cos#é
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s = I‘r"-".l.l
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Figure 3.5: Geometrical representation of fixed and rotating 2-axis reference frames at com-
parison [14]

3.3 Doubly Fed Induction Machine

3.3.1 Steady state

Before describing the control scheme for the DFIM, it is necessary to describe, at least in a
synthetic way, the fundamental laws describing the behaviour of the electrical machine itself.
The starting point is the relationship between the magnetic field at the stator (constant in
amplitude and frequency) and the magnetic field at rotor and the rotational speed of the rotor
itself. In fact, the DFIM is by definition an asynchronous machine, which means that the
magnetic field of the stator and the rotational speed of the rotor are not the same. Another
good description of the phenomenon can be found in [15], while the the equations describing
the behaviour of the electrical machine are taken from [14].

This difference of speed is compared while looking at the electrical speed of the shaft,
which by definition depends by the number of poles in the machine:

Wi = P (3.3)

So the most important coefficient in the asynchronous machine is the slip, which represents
the relative variation of speed between the stator magnetic field and the rotor itself:

g Ys T Wm (3.4)

Ws

Depending on the sign of the slip, the asynchronous machine is said to be in one of three
possible operating modes:

wm <ws =s>0 = Subsynchronous operation
wm >ws = s<0 = Super synchronous operation

wm =ws =s=0 = Synchronous operation

Normally, the asynchronous machine operates as generator while in super-synchronous mode
and as motor in sub-synchronous mode, while instead in synchronous operation the machine
produces no torque.
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An important factor in the design of the machine and in its modeling, is the ratio between
the winding turns of the stator wrt to the rotor’s one:

(3.5)

B

To describe the relationships between the electrical dynamic of both stator and rotor, an
equivalent single phase circuit is created and all the parameters are referred to the stator:

E
R.=R4? Lyy=L v I,=—" V,=V'uw E,=E,u E,. =s— (36
u

T U X r
I, R, Jordg, Jjsw L R, 1.
e W CHO0 BT AAA P ———
* + + +
E_.-’ 2 fi, j(l]:,-Lm £‘ ‘ ‘ £h - ﬂ_’ . il = S E r
° J u]

Figure 3.6: One-phase steady-state DFIM equivalent circuit with rotor’s parameters reduced
to the stator [14]

R, .
Kr - SES = (RT +j8wSLJT)lr = — = Es = (? +]SWSLUT)lr (37)

Consequently, the electric equations of the steady state circuit in the final form are:

Ks - RSls + jSLirsls + jswsLm(ls + lr) (38)
Vv R
~ = L tisLloaly + jswsl(L + L) (3.9)

Similarly for the fluxes:

g — Lm(ls + lr) + Lasls — LSL,« + Lmlr (310)

S
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g = Lm(ls +lr) + LO’?‘lr = Lmls + LTlr

T

where Lg = L, + Lgs and L. = Ly, + Loy

I,

5

— R5
VW

JorLag JweLor

+

LU
Y, [\,

o>

Figure 3.7: One-phase steady-state DFIM equivalent circuit wrt the stator [14]
A simple relation describing the power flows in the machine:

Ps+ P, = Pey—s + Peu—r + Py
Finally, the definition of the torque in the steady-state domain:

3p
Tem =
SWs

[Re|L,* = [V, |IL,| cos ¢]

(3.11)

(3.12)

(3.13)

The torque is the variable responsible for the speed control and the power generation of the
electrical machine. But developing control algorithms in the three-phase domain is complex
and time consuming. So in order to simplify the system description, a transformation of the

reference frame is done through two passages.

3.3.2 Dynamic model

After applying the transformation of the reference system T of (3.1), the electrical equations
of the asynchronous machine described in the fixed two-phase reference frame and the relative

equivalent circuit are:

Stator voltages:

Rotor voltages:

. avg,
Vgr = erﬁr + TB — wmWar

{anr = Ryiar + % + Wmll’ﬂ'r
t

Stator fluxes:
\I]as = Lsiozs + Lmiar
\1155 = LmigT + Lsigs

(3.14)

(3.15)

(3.16)
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Figure 3.8: Operating modes of the DFIM considering torque sign and speed under/over the
synchronous value [14]

v

Rotor fluxes:

Ve = Lsiz?zr + Lm7‘f'a5 (317)
Vg, = Lyigs + Lsig,
‘Imi Rs Lcs Lm — % + Rr fnr
—= AT (M=
+ + + +
N : [N % dJaUul @, v
"n5| ¢ ‘ Lm ‘ « ; ; ‘ )
lllis R, Ly Lo + ‘:ﬁ - R e
- ANN—TT0 T —)—NW——
- + +

Figure 3.9: DFIM’s equivalent circuit in the alpha/beta reference frame [14]

Finally, by applying on the previous two-phase model the reference transformation R of
(3.2), the electrical equations of the asynchronous machine described in the two phase rotating
reference frame and the relative equivalent circuit are:
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Stator voltages:

Rotor voltages:

Stator fluxes:

Rotor fluxes:

- av,.
{Uds = Rgigs + Tﬁ + wm\Iqu

. aw
qu - RSZqS + dtqs + wm\I}ds

. dv

Vdr = erdr + dfr + oJm\IIqT
. AV g

Vgr = erqr + Tg — wmWar

\Ilds = Lsids + Lmidr
Uy = Lupiqr + Lyigs

Vi = Lyiar + Linlas
Uy = Liigs + Lyigr

Lr-r +
OO0
+

[ORTm

-—

R, Qg
——
+

Figure 3.10: DFIM’s equivalent circuit in the dq reference frame [14]

3.4 Grid side system

(3.18)

(3.19)

(3.20)

(3.21)

In similar way, the grid system has to be modeled in order to properly design the control
system for the grid side converter, starting from the steady state 3-phase model, through the
reference transformation we’ll arrive to model defined in the dq reference frame from which
the control algorithm will be defined.

3.4.1 Steady state model

Following the research done in [18], the grid system is modeled as three voltage sources in a
star configuration, this simple representation neglects many aspects of a real grid system, but
for the purpose of this research, is sufficient to say that the grid voltage is constant due to

the proportion of its power compared to what is produced by the wind farm.

The power converter, that will be described more in detail in the next section, is modeled as
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three variable voltage generators, and between them, a simple inductive filter with a parasitic
resistance is applied. The entire system can be seen in figure Figure 3.11. As for many

pc.r,lr Va 13

—_—— fﬁg R}r Lf + —
1",}" R Phg
—_—— a4+ i f Lf o—_—

by
—
V. Vo
__Er..+ i Rr Lf +1L_
- %
2 VT ——)

Figure 3.11: Grid side system’s equivalent circuit in 3-phase domain [18§]

application of three phase system, a single phase equivalent circuit, shown in Figure 3.12 and
equation can be modeled:

Vgf = Vag + (Rf + ijcus)iag (3.22)
Py
o,
g Ry L
—AAAN 00—
+ +

n

Figure 3.12: Grid side system’s equivalent circuit in single-phase domain [18§]

3.4.2 Dynamic model

By passing from a three-phase reference system to a two-phase reference system, the voltage
equations of the grid side system become:

(3.23)

. dia
{Uaf = Ryiag + Ly Ztg + Vag
. di
vgy = Ryigg + Ly =5 + vgg
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i Ry L

ag

Vg }"| v ag

Figure 3.13: Grid side system’s equivalent circuit in the alpha/beta reference frame [18|

As for the DFIM, in order to perform the vector control, it’s still necessary to convert the
system into a rotationary reference frame:

. di .
{Udf = szdg + Lf% + Vag — waLqug (3.24)

. d .
Vof = Ryigg + L= + vag + wal pidg

. (Urr ' J|r.|_u

Fye

R.f Ly - — +
—= ssH—)—r
t

' Vv
Vs g
@ -
. a  dg
";”_; R." f—_r + —
— MWN—F—(—
+ -
Vo v

qf qg

Figure 3.14: Grid side system’s equivalent circuit in the dq reference frame [18]

What is key to perform the transformation in a suitable way, is to choose a rotational
speed such that the system maintain simple equations or simplify even more. Generally, the
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best way is to impose the synchronous rotational angular speed equal to the grid one, resulting
in:

We =ws = 0 =wat = 05 = wst (3.25)

Consequently, the d-axis is aligned with the grid voltage space vector [18] and the g-axis
is equal to 0, consequently, the equations are simplified as:

. di .
{vdf = Ryiag + Ly~ + vag = waLyig (3.26)

Vo = Ryigg + L= +waLyidg

With this set of equations is possible to define a control system for the grid side converter,
as will be shown in the next chapter.

3.5 Power converters for DFIG drive

In order to control the torque, the speed and the power produced by the DFIM, it is neces-
sary to control the voltages and currents of the electrical machine, and in order to this it is
necessary some kind of power converter that, given a certain reference for one parameter, is
going to modify the voltages in input of the machine (rotor voltages in this case) to reach
that specific desired reference.

3.5.1 Architecture and working principle

In the case of DFIM, the converter used is an AC-DC-AC converter that links the rotor
windings to the grid, remembering that instead the stator windings are linked directly to
the grid. This AC-DC-AC converter is called back-to-back converter (B2B) and it’s the
combination of two voltage source inverters (VSI) with a capacitor (DC link) between the two
converters.

P
KD P
'ffo{ Sal ]Ew Set Se2
BJC c —
AJO—"
SO0 SRE D S . }
{J Sar ] Spi Se1 Se2 Spz 5«5
N

Figure 3.15: Two-level voltage source converters’ AC-DC-AC configuration [17]

The two converters can be considered identical for our purpose and composed of six ideal
switches for simplicity, but as explained well in [15] and [17] normally in high power converters
those are constituted by Insulated Bipolar Transistors (IGBT).

The main idea about the six-switch converter is that is able to generate a sinusoidal output
voltage which amplitude, phase and frequency is regulated through a precise series of impulses
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Figure 3.16: Example of commercially available back-to-back converter [17]

that turns ON or OFF the state of the switch. This series of impulses is with a fixed frequency
but variable width, this is commonly known as Pulse Width Modulation (PWM).
The pulses are created by the comparison of two waves: the modulant, which is responsible
for defining the waveform desired in output, and the carrier which is used to define if the
PWM signal must be on ON or OFF. An example of the phenomenon can be seen in Figure
3.17.

The most important parameter in the modulation is how much time the signal is ON,
defined relatively to the inverse of the switching frequency: this parameter take the name of
duty cycle:

tl on
= = .2
m . (3.27)

In a three-phase converter the modulation index are one for each phase, and consequently
every phase of the system, relatively to the 0V node can be regulated independently.

tl,on

Vout = Vdc T
sw

=mVy, (3.28)

As can be noticed from (3.29), the voltage output is a fraction of the voltage on the DC side
of the converter, that for the case of the B2B converter will be the capacitor voltage on the
dc link.

Vao = maVae
Voo = mpVie (329)
‘/co = chdc
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Modulating T, Carrier

waveform | 4———| waveform \‘

- f—

tl,on t2, on

Figure 3.17: Example of carrier-based modulation for PWM signal generation [15]

Me = % + msin (wt)
my = & +msin (wt — Z7) (3.30)

me = 5 +msin (wt + 2F)
So the resultant output voltages for the converter will have the form:

Vo = Vo — Vio = V3msin (wt — %)
Vie = Vio — Vo = V/3msin (wt — %’r) (3.31)
cha = Veo — Vao = \/ngin (Wt + %)

-8
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Figure 3.18: Block scheme representing how the system has been implemented [24]

In order to design the electrical system for the wind turbines, it has been chosen, as for the
turbine itself, to use a model based design approach, and to implement the system as a series
of blocks imported from the Simscape power system library. In this way, the prototyping of
the system can be done in a faster way, and major attention and time can be focused later
on the control algorithms.

As can be seen from Figure 3.19, the Simulink implementation is very similar to the schemes
showed before.
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DFIG’s Parameter Symbol Value Unit measure
Stator frequency f 50 [Hz]
Rated stator power Py 2e6 [W]
rated rotational speed n 157,23 [rad /sec]
Rated stator voltage Vs 690 [V]
Rated stator current I 1760 [A]
Rated torque Tem 12732 [Nm]
pole pairs p 2 [/]
stator /rotor turns ratio u 1/3 [/]
rated rotor voltage V, 2070 [V]
maximum slip Smaz 1/3 [/]
Stator resistance Rs 2.6e-3 (€]
Leakage inductance Lgi 0.087e-3 [H]
Magnetizing inductance Ly, 2.5e-3 [H]
Rotor resistance wrt the stator resistance R, 2.9e-3 (€]
Stator inductance Lg=1L, + Ly 0.0026 [H]
Rotor inductance L.=Ly+ L 0.0026 [H]
DC bus voltage wrt to stator voltage Vius 1150 [V]
rotor inertia J 127 [Kg.m?]
rotor damping (friction factor) D le-3 [N.m.s|
RL Filter’s Parameter Symbol Value Unit measure
Grid side filter resistance Ry 20e-6 (€]
Grid side filter inductance Lg 600e-6 [H]
RSC-GSC’s Parameter Symbol Value Unit measure
Snubber resistance Ranubber leb (€]
Snubber capacitance Csnubber inf [F]
Internal resistance Vo, le-3 (€]
Switching frequency fow 2e3 [Hz|
DC bus capacitance Chus 80e-3 [F]
3-Phase Transformer’s Parameter Symbol Value Unit measure
Nominal power Vi 570 [V]
frequency Vo, 570 [V]
Winding 1 voltage Vyy 670 [V]
Winding 1 resistance Ry 0 (€]
Winding 1 inductance Ly1 0 [H]
Winding 2 voltage Vyo 670 [V]
Winding 2 resistance Rys 0 (€]
Winding 2 inductance Lyo 0 [H]
Magnetization resistance Rinag 1.0805e+06 (€]
Magnetization inductance Linag 2866 [H]

Table 3.1: Parameters for the the components of the electrical system modeled in MAT-
LAB/SIMULINK
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Figure 3.19: DFIG drive implementation on Simulink [MATLAB]|
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Chapter 4

WIND TURBINE CONTROL

In this chapter, a description of the control block scheme implemented for the back-to-back
converter is presented. It is then presented an introduction to the sliding mode control
technique, with particular emphasis to the super-twisting sliding mode control, that is the
one applied in this project. Finally, the MATLAB/Simulink implementation is presented.

PWM _in

Uinf — Jensen wake Vi Supervisory w_ref WT control WT model
mode control DFIM »

cp w_meas Vi model H

Figure 4.1: Research block scheme: this chapter focuses on the design of the control algorithm
for the single WT

4.1 DFIG drive control schemes

In order to produce active power at a desired rotational speed, a control scheme has to be
designed, more specifically with the following goals:

1. Maintain a desired voltage on the DC-link in the AC-DC-AC converter
2. Keep the reactive power production as low as possible

3. Tracking a desired rotational speed while the wind impose a torque on the shaft of the
generator

In order to achieve this goals, the control schemes must work on both electrical and
mechanical parameters, and thanks to the dq reference frame, this is achievable with a double
loop control structure. This kind of approach is the nowadays standard for most of the
electrical machines available, and here we will focus on the scheme used for the DFIM used
in this project.
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Figure 4.2: Electrical system schematic representation with relative control inputs [14]

4.1.1 Rotor side converter control

The main goal of the RSC is the control of the DFIM itself, that means tracking desired values
for speed and currents. The internal loop, as shown in Figure 4.2 is responsible for the track-
ing of desired values of the rotor currents, which are then responsible for the electromagnetic

torque and the reactive power produced by the machine.
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Figure 4.3: Rotor side converter control scheme, including reference transformations [14]

In order to design the vector control law for the current loop, the rotor voltage equation
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must be defined, as done in [14]:
Vgr = Rypigr + aLr%idr — wroLyigr + %%|\PS| (4.1)
Vgr = Ryigr + O'Lr%iqr + wproLyig, + wTLL—T:%|\IJS|

For the control design and modeling, the resistance of the rotor windings R-r and the
relative voltage will be not considered due to its low value. Then the electromagnetic torque

is defined:

DT (Wi~ Vasigr) = Tom = ~op 2 Waligy > T = Krigy  (42)
S
This equation shows a really important consideration for the control design: due to the
fact that the d-axis of the reference frame is aligned with the stator flux, this means that the
term including the direct component of the rotor current in equation is equal to 0. As a result,
the electromagnetic torque depends exclusively on the g-component of the rotor current.
This result is very important because the control scheme will be much simpler, and the speed
loop, which will be explained later on, will be external on the g-current loop and indipendente
from the d-current one.
A similar observation can be done for the reactive power, as shown in the equation below, it

w_ref REG
+

CURRENT LOOPS w_meas

ld* ——

Figure 4.4: Speed control loop’s block scheme reprensentation

depends exclusively on the d-component of the rotor current, and so, again, the control loop
for the reactive power is external to the d-current one but not linked to the g-current.

3 . . 3 L . v . v
Qs = 5(%31«18 — Vgslqs) = Qs = fgwsfl‘l’s!(mr - |L:’L’) = Qs = Kq(iar — |L:L) (4.3)
’\I/S| = \I/ds = Lsids + Lmidr \Iqu =0= Lsiqs + Lmiqr (44)

An important mention goes also to the estimation of theta, necessary to compute the
reference trasnformations. Traditionally, this is done done with a specifically design controller
called Phase Locked Loop (PLL), that can be implemented as a PID controller or other
techniques.

In this research, the PLL has been simplified with a trigonometric function that takes in input
the stator voltage in the alpha/beta domain:

6, = atan2(va,vg) — g — PO (4.5)
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4.1.2 Grid side converter control

With a similar approach to one used for the rotor side converter, due to the fact that thanks
to the dq reference frame, the active and reactive power are separated, it is possible to define
two independent control loops for active and reactive power.
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b ] . idg
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’
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g afﬁ Ige
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Figure 4.5: Grid side converter control scheme, including reference transformations [18]

As shown in Figure 4.5, the d-axis control voltage is function of the d-axis current, which is
directly correlated to the active power by means of a constant gain. The outer loop regulator,
that control the DC-bus voltage of the back to back converter, gives in output in fact a
reference value for the active power necessary to flow, this demonstrates how important is to
control the DC-bus voltage: the power flowing through the converter is function of the voltage
on the DC-bus.

The g-axis control instead, is used to control reactive power flow through the converter, and
again, the power is directly connected with the current through a constant gain.

Kpg= 5—
T At (4.6)
Kgg = P —Kpy
2 g

It is also important to mention that to perform best the control loops, coupling terms for
both the equations are defined and added to the output of the current regulators:

(4.7)

edf = —wsLfigg
eqf = wWsLyiqg

Finally, as for the rotor side converter, an estimation of the theta for the reference trans-
formation is defined as:

6, = atan2(vy,vg) (4.8)
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4.2 Control algorithms

Traditionally, industries’ approach to control algorithms is based on the well-founded PI
control technique, which is simple and intuitive to understand from a physical point of view
and generally simple to tune and design. Unfortunately PI control presents certain limits in
terms of

1. robustness to model uncertainty and disturbances
2. risk of saturation due to the integral component, and consequent problems of windup

In order to design a better control for the system, a super-twisting sliding mode control
strategy is proposed, with a simplified description of the sliding theory and the definition of
the control algorithm for then moving forward to its application in the DFIM control scheme.

4.2.1 Elementary introduction to sliding mode control

As well described in [21], [22] and [23] sliding mode control is a non-linear control technique
characterized by accuracy and robustness to parameter uncertainties and disturbances. An-
other major point is the easiness of the tuning of the parameters.
The general approach to it is characterized by two major points:

1. definition of the sliding surface, which if done correctly can modify the dynamic be-
haviour of the system

2. design of the control law, which goal is to make the state reach the surface and staying
close to it.

For simplification, we consider a SISO non linear system:

&= f(z,t) + g(z, t)u (4.9)
y = h(x,1) (4.10)

where the state x is measured and no observers are needed.
The goal of the control system is the tracking of a desired value Y, which means, that after
a finite period of time, the tracking error e = Y - y, where y is the measured value has to
converge to 0.
The definition of the sliding surface can be done in various ways, depending on the complexity
of the system and on the desired behaviour, but normally, the sliding function can be defined
as linear combination of the tracking error and its derivatives:

c=oleée?, . .. eP) (4.11)

For the purpose of this research, the sliding function has been defined simply as the
tracking error itself:
0= €= Yref — Ymeas (4.12)
By forcing this function to 0, the sliding surface is defined:

0 = € =Yref — Ymeas — 0 (413)

The next step is the definition of a control law, such that the command input u "forces"

the system trajectory to move in direction of the sliding surface and to remain in its proximity.
In this way we can observe the two main properties of the sliding mode control:
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1. attractive, the system moves versus the surface

2. invariant, the system remains on the surface

As explained in [23], a peculiar feature of the sliding mode control techniques, is that to
design the control law it is not necessary to have a very precise idea of the plant’s model, that
can be treated as a kind of black box model.

The most simple form of sliding mode control is the first order sliding mode control, which
can be defined as

u= —Ksign(o) (4.14)

Which basically means that the command input switches between two values with a cer-

tain frequency, and the higher the frequency the faster is the convergence to the surface.
Nonetheless, this kind of control technique, suffers from a phenomenon called chattering, that
can be seen in Figure 4.6, where the system never converges to the surface, but oscillates
around it. This can be acceptable for certain applications such as certain kinds of power con-
verters, but in other applications such as electro-mechanical systems, the chattering generally
tends to create various problems such as ripples in speeds or torques.
In order to avoid the chattering phenomenon, an increase in the order of the sliding mode
control is a generally effective solution that maintains the robustness features. In this re-
search, more precisely, a particular kind of second order sliding mode control is discussed and
applied. Known as the super-twisting sliding mode control, a brief description is presented in
the next section.

Sliding
surface

X1

e I - - - —r

Figure 4.6: Chattering effect of the first order sliding mode control [21]

4.2.2 The super-twisting sliding mode control

As well described in [22], the super-twisting sliding mode control, is a second order sliding
mode control technique, characterized by the fact that it doesn’t require any measure/obser-
vation of the derivative of the sliding surface (that in our case, we remember, is equal to the
tracking error itself). This means that, even with a simple algorithm, it is possible to have a
robust algorithm:
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u= —A1|U|%sign(a) + ug (4.15)
Uy = —Assign(o) (4.16)

X — u = -.-‘M‘Xﬁ”"’ff“(-}\') u m u
+

) = —Assign(X) -

Figure 4.7: Super-twisting sliding mode control’s block scheme
where X is the tracking error/sliding surface

Another advantage of this technique is that the tuning of the parameters is limited to only
two parameters, and by gradually increasing the values, by means of trial and error, is quite
suitable for industrial applications [23].

4.3 DFIM super-twisting control’s application

4.3.1 Rotor side converter control application

As well explained in [24], sliding mode control is demonstrated to be very effective for WT

systems, due to its robustness to uncertainties and to the torque’s oscillation’s smoothing.

Nonetheless, a first order sliding mode control can still problems related to the chattering

effect, that in terms of torque, means ripple and consequent mechanical stress.

In order to avoid this problems, a second order sliding mode control like the super-twisting

one, with all the advantages described before. For the purpose of this paper, the sliding

surface S, has been defined in a simpler way considering exclusively the tracking error of the

desired variables. This approach, however, is not the most rigorous one, and without the

relative constraints due to the surface, the choose of the parameters for achieving the desired

performance requires many trial and errors. A formulation of the control laws for the RSC is

now presented.

As can be seen in Figure 4.4, as explained before, the outer loop of the speed control, is

external only to the g-component of the rotor current:

1

U = _Awl‘wmeas - wrefIESign(wmeas - wref) + uq (4 17)
Uy = _AwQSign(wmeas - Wref)

But the output of the speed controller by itself, is by definition the electromagnetic torque,
that mechanically opposes the mechanical torque in input coming from the wind turbine
shaft.Remembering that, the current reference value for the inner control loop:

2

w2
SpF. T

1

gr—ref = ( ) = u Ky (4.18)
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The currents regulators implement the same control algorithm:

1
Uty = _Aldrudrfmeas - Idrfreflisz.qn(IdT*meaS - [dT*Tef) +u (4 19)
u'l = —AerSign(Idr—meas - Idr—?“ef)

1
ULy, = —Alqr|Iqr—m6aS - Iqr—ref| 2 Slgn(IqT—mms - Iqr—ref) +u1 (4 20)
u‘l = —A2qr3ign(lqr—mea5 - Iq'f'*'f‘ef)

And the final values for the command inputs are defined following the voltage laws de-
scribed before, remembering that the voltage drop on the resistance has been neglected:

Vdr—emd = Ul — (27Tf - pwm)LrIqr—l (421)

L
Vgr—cmd = qu_r + (27Tf - pwm)aLTIdr—meas + (27Tf - pwm)fmFs (422)

S

4.3.2 Grid side converter control application

Following an analog path, also for the GSC, all the regulators have been implemented using
the super-twisting algorithm:

1
{UV = —A1V|Vdc—meas - Vdc—ref| 2 SZgn(VdC—meas - Vdc—ref) T u1 (4 23)

ul = _AQVSign(Vdc—meas - Vdc—ref)

But the output of this algorithm, in terms of physical characteristic, is a power. Following

the equations described before:
2

Ligores = uy (4.24)
3Vay/2

1

ury, = —Ardgllag—meas — Lag—ref|? stgn(ldg—meas = ldg—res) + U1 (4.25)
u‘l = —Angsign(Idg—meas - Idg—Tef)
1

ul,y = —Aggllgg—meas — log—res|2519n(Igg—meas — Igg—ref) + w1 (4.26)
Uiy = —Azqgsign(lyg—meas — Igg—ref)

As for the rotor side converter, the voltage drop on the filter resistance has been neglected,
and to the command input is added the coupling terms of (4.7):

Vdg—cmd = ’LL[dg — 27['ngqu (4.27)
Vgg—emd = Ul,_, + 27TngIdg (4.28)
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Solver’s type Fixed step
Solver ode4 (Runge-Kutta)
Fixed step size 0.0005 sec.
Parameter Value
At 7000
Ao 3000
Avgr 4000
Aoy, 20000
Avgr 4000
Aoy 20000
Ay -70000
Aoy -700000
Avgg 10000
Aoy 10000
Avgyg 4000
Aoy 45000

Table 4.1: Super-twisting sliding mode control parameters

carrier
abc \
Vd cmd dq ap ————*
2-LEVEL PWM ———
GENERATION —
Vg cmd ap —
abc

Figure 4.8: Conversion steps of the command output from the control to the converter

The implementation of the control algorithm, by means of MATLAB/Simulink, compre-
hended the design of a block scheme, following the ones present in Figure 4.3 4.4 and 4.5. An
important mention is necessary to do for the conversion of the command inputs: the values
in the dq domain has to be converted again in the three-phase domain, then they need to be
normalized to be compared with the carrier for the pwm generation. The last passage is done
automatically by a block function from the MATLAB/Simulink libraries, which generates

internally the carrier signal.

PWM
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Chapter 5

WIND FARM OPTIMIZATION
ALGORITHM

5.1 Introduction

In this chapter, a presentation of the supervisor control for the wind farm is presented.In
this case, instead of applying the more common Maximum Power Point Tracking (MPPT), a
polynomial optimization problem for the best trade-off between power produced and, damage
and fatigue, is presented. This optimization problem consider also the partial wake model
described in chapter 2.

PWM _in

Uinf — Jensen wake Vi Supervisory w_ref WT control WT model
mode control DFIM »
model H

Cp

(W_meas Vi

Figure 5.1: Research block scheme: this chapter focuses on the design of the supervisory
control algorithm for the wind farm

5.2 Problem formulation

Now that the modeling and control of the single turbine has been completed, it’s possible to
define the supervisory control for the wind farm, which is the responsible for the computation
of the reference rotational speed for the DFIMs of the turbines.

The optimization problem presented here has been implemented originally in [20], where the
author were considering a linear array of wind turbines, which characteristics were described
by means of the actuator disk model:

Uoo - UR,Z'
Uso
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The definitions for power and thrust for the j-th turbine are described in the same way:

1

Cp; = 4a;(1 - aj)2 = P = ipAva? = Pj=ca;j(1— a)Qv? = f(a;,Ux); (5.1)
1

Crj=4aj(1—a;) = T; = ipACijz = T =ca;(1 - aj)v? = f(a;, Ux) (5.2)

where ¢ = 2rhoA and the only variables are Uinf and ai

Figure 5.2: Actuator disk model representation [25]

But the application of this linear array’s description limits the possible studies to other
kinds of layout: a description of the layout of this research, a diamond shape, for example,
could lack of details for applying correctly the optimization algorithm. The idea in this
research is to apply the same kind of model but where the wind speeds vj are defined by
means of the already described Jensen wake model, which consider also the effect of partial
waking:

(o) = U 1= 3 (1= VIS0 2Pttt )| o) (53)

ri(xij)

The estimation of fatigue damage can be done in various ways, depending on the level of
details required for the application. As in [20], it is considered that the main driver of fatigue
damage on the turbine is caused by the turbulence of the input air, which is enhanced by
the fact that the WTs are subject to wake meandering. A simple definition of the turbulence
intensity I can be done considering it as the ratio between the standard deviation of the wind
speed and mean value:

I = 2 (5.4)

V0,5

The turbulence effect cannot be described by means of the actuator disk model in its standard
form due to the many ideal hypothesis assumed. The turbulence effect uses an augmentation
of the thrust coefficient [20|, described as a polynomial. The formula describing the fatigue
damage becomes:

T; = cv?IQ(zga% + z10; + 20) = f(a;, Uso) (5.5)
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5.3 Optimization problem
The supervisory control algorithm designed in this research can be divided in two main parts:

1. The optimal value computation, in which we find the optimal solution considering power
produced, fatigue and damages

2. The optimal value conversion, in which the output of the previous part, is converted
into a value applicable as reference value for the control loop of the single wind turbines

After defining power, damages and fatigue for the single turbines, the cost functionals for the
entire wind farm are simply defined as the sum of the the single turbines’ descriptions. So
the total power extraction:

N
Tp(a,Use) = Y Pi(ai, Uso) (5.6)
j=1

The total extreme loads on the turbines’ towers:

N
Jf(aano) = ZTi(az',Uoo) (5.7)
j=1
And the total fatigue damage:
Ja(a,Uso) = > Ti(as, Uso) (5.8)
j=1

The major point of the cost functionals is that all of the three are function only of the input
wind speed, which is known from the Jensen wake model, and of the axial induction factors,
that is only unknown variable of this problem. It’s necessary now to define a cost function
and the constraints for the problem, but due to the fact that maximum values for fatigue
and loads are unknown due to the simple model of the wind turbines, the cost functionals of
damage and extreme loads cannot be inserted as constraints. A different approach as chosen
in [20], is to define a unique cost function with both the power, which goal is to maximize,
and the damages, which goal is to be decreased:

J(a,Ux) = Jp(a,Usx) — ¢Jf(a,Us) — Ag(a, Us) (5.9)

So the final result is a non-linear optimization problem, more precisely a polynomial opti-
mization problem defined in a, without constraints except for the lower and upper bound of
a, which is given by Betz limit, already described in chapter 2. The weights zeta and lambda
can be tuned for the desired level of caution and power extraction desired for the wind farm.
Particular attention can go the condition when zeta = lambda = 0, for which the optimization
problem became the same of the Maximum Power Point Tracking, where the target axial in-
duction factor automatically became 0.33, which corresponds to the tracking of the maximum
power coefficient Cp, disregarding of the thrust on the turbines or the fatigue damages.

1
maz(a € A): J(a,Ux) =Jp —CJp —AJg st.0<a; < 3 (Betz's limit) (5.10)
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The output of this optimization problem, is a vector containing the values, between 0 and
0.33 of the desired axial induction factors for all the turbines in the wind farm.

After obtaining the optimal values for the turbines, it is necessary to convert them into a
speed reference for the DFIM of the turbines. Due to the fact that the axial induction factors
are defined in function of the wind speed in output of the turbines, a value that is not measur-
able (assumption for this research), it is necessary to compute another step for transforming
the reference.

As known from the actuator disc model, the power coefficient, is a function of the axial in-
duction factor, and this relation is still valid for the optimal value in output of the previous
algorithm.

Cpj = 4a;(1 — a;)?

But it is also known, by the aerodynamics and the structure of the wind turbine, that the
power coefficient is also defined from the pitch angle (assumed constant in this research) and
the tip-speed ratio:

—12.5
Cry(0B8) = 0.22 (18 — 045 —5) e

1 _ 1 0035
ki Af0.088 — B3+1

But due to the fact that this relation is highly non-linear, before proceeding, a polynomial
approximation has been made:

Cp;i(\,B) = Cpj(N) = —0.0022X% 4+ 0.0218)\? + 0.026 7\ — 0.0437 (5.11)

These two relations describing the axial induction factor can be equalized, where the only
unknown parameter of the system is the tip-speed ratio. In order to find the value of lambda
that equalize the two equation, another polynomial optimization problem can be defined:

min(X) s.t. Cp;(X,B) = Cpj(a) (5.12)

The tip-speed ratio in output, represents the optimal target value for the WTs. It is also

known that the tip-speed ratio is function of the rotational speed of the shaft, that through

the gear ratio N and a proportional constant, representing the un-modeled dynamics of the

system, the final speed reference value for the DFIM is defined as:
wR Aoptw

)\:7:>wopt: R

(5.13)

Wref = KpropNwopt (5.14)

For both the polynomial optimization problems, after the testing of various algorithms, it
has been chosen to solve them by means of the interior point method algorithm, described in
the next section.

5.4 Interior point method algorithm

The interior point method is an algorithm able to solve non-linear (and linear) convex op-
timization problems. Its main characteristic is that the optimal solution is taken from the
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inside of the feasible set (from where takes its name). This algorithm is well explained in [26].
Supposing to have a non-linear optimization problem:

min(x) : f(z), s.t. h(x) =0 and g(x) <0 (5.15)

An approximation of the problem can be defined through the definition of a barrier func-
tion, where the non equality constraints are substituted with a logarithmic barrier function:

min(z,s): f(x)— ,uZln(si) st. h(z) =0 and g(z) +s=0 (5.16)
j=1

where s is the defined as the vector of slack variables where there a slack variable s-i for
each non-equality constraint. The term nu is a parameter describing how rapidly the func-
tion converges to the barrier. Now the new approximated problem, containing only equality
constraints, is easier to solve. This can be done by means of a Newton step or with conjugate
gradient step.
In general, the algorithm attempts to apply the Newton step firstly, and at each iteration, the
algorithm decreases a merit function [26]:

fula,s) +v || (WM(z),9(x) +5) | (5.17)

The details about the new Newton step and conjugate gradient techniques are not ex-
plained in this elaborate, more information can be found in |26] and [27].

The implementation of both the optimization algorithms has been done by means of

the fmincon function of the Optimization toolbox of MATLAB [26]. The system has been
implemented in two atomic subsystem in such a way that instead of calling the command at
every time step (0.0005 sec), the command in called approximately every 20 seconds. In such
way, the DFIG system and the super-twisting sliding mode control can operate to reach the
reference values in the proper timing and, of course saving computational power.
The system implement also slew rate limits and saturation blocks in order to avoid step
responses, that for this kind of electrical systems, characterized by great values of electrical
power (2MW) can risk to reach excessively high values of currents, way over the nominal
value.
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Chapter 6

RESULTS

In this chapter, the results from the simulations of all the subsystems, performed with MAT-
LAB/Simulink, are presented. The executed simulation include a unique Simulink file with a
sampling time of 0.0005 seconds, for a total time of 300 seconds. The first transitory effects
are neglected and the focus is on the steady state behaviour of the system, which start from

around t = 100 seconds.

6.1 Jensen wake model

As can be seen from Figure 6.1, the wind speed for the turbines 2 and 3 are affected from a
small speed deficit due to the proximity to the boundaries of the wake of turbine 1. While
instead turbine 4 shows a significant amount of reduction in the input wind speed due to the
fact that enters totally in the wake of turbine 1, and partially in turbine 2 and 3.
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Figure 6.1: Wind speed estimations from the Jensen wake model
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6.2 Wind turbine model

In figure 6.3 and Figure 6.4, how the output mechanical torque of a turbine maintains a
behaviour similar to the one of the input speed is shown. In this case, a small sinusoidal
behaviour is observed.

While in figure 6.2, how the power coefficient of the turbines behaves during the simulation is
shown. As expected, the power coefficient is lower than the maximum value of 16/27 due to
the fact that the axial induction factor is lower than the 0.33 given by Betz limit. Moreover,
the purpose of this application is not to find the MPPT point, but a better trade off for
the wind farm system. So this result demonstrates how the system is not forcing itself to the
maximum power extraction possible but instead to a lower value in order to reduce mechanical
stress, as shown later on.
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Figure 6.2: Power coefficient measurements for WT 1
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Figure 6.3: Detail of the torque measurements for WT 1

6.3 Doubly fed induction generator model

As shown in Figure 6.5, the voltage of the stator, that we remember is equal to the grid
voltage due to the direct linking between them, is not affected by the power generation of the
system, and keeps a perfectly balanced 3-phase sinusoidal behaviour.
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Figure 6.4: Stator voltage measurement
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The stator current, as shown in Figure 6.6, maintains a sinusoidal behaviour and the peak
values remain under the nominal current of the machine.
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Figure 6.5: Stator current measurement

While the rotor current, as can be seen in Figure 6.6 and 6.7, behaves in a quasi-sinusoidal
behaviour. This is due to the 2-level voltage converter topology, the limited switching fre-
quency, and the simplified phase locked loop implementation. Also, the "quality" of the
waveform depends also on the rotational speed of the machine. In fact, in Figure 6.8, it can
be observed that the frequency of the rotor current has a drop because the rotational speed
in that moment was very close to the stator rotating magnetic field’s one.

52



Chapter 6. RESULTS

600

400

200

Wind turbine rotor current [A]
=

600
—BDD 1 1 1 1 1 1 1 1 1 1 1
99.3 99.4 99.5 99.6 99.7 99.8 99.9 100 100.1 100.2 100.3
time [s]
Figure 6.6: Rotor current measurement
800 [
600

s

=]

=}
T

[
=]
=]

8
S

I
8

Wind turbine rotor current [A]
=

time [s]

Figure 6.7: Rotor current measurement in proximity of the synchronous speed

6.4 Super-twisting sliding mode control

As can be seen from Figure 6.8, the tracking of the reference speed targets from all the
turbines of the wind farm is obtained with good results. It can be seen from Figure 6.14, the
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chattering effect given by the switching activity around the reference value. Nonetheless, for
such industrial applications, an oscillation of 0.03 rad/sec can be considered acceptable.
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Figure 6.8: Rotational speed measurement

o4



Chapter 6. RESULTS

170.06 | I‘| reference speed | |
| | |f'| A I'Il‘ll-EBSLI red speed
" || N || |
= 170.04 | 1
; ﬁ| \” l |l |" |“ I"
£ 47002 ‘ H ||| ||| | | || || ‘ || || | |II || | || |
: VTV \
= L " |"|'|.|' i |
E mw "'wwl il
2 ” || | | I || \ | I I
S 169.98 | || I
H | |
- |
? 160.06 | |
||
)
169-94- 1 1 1 1 1 1 1 1
133 1331 1332 1333 1334 1335 1336 1337

fime [s]

Figure 6.9: Chattering effect of the speed tracking for WT'1

In Figure 6.10 instead, it can be seen how the DC Voltage tracking problem presents very
high oscillations due to the chattering effect:
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Figure 6.10: Total mechanical power captured by the wind farm
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6.5 Wind farm optimization algorithm

As in Figure 6.11, Figure 6.12 and Figure 6.13, the captured power from the wind farm is less
compared with maximum power point tracking algorithm (MPPT), but also as the loads on
the tower and the fatigue damages are slightly reduced.
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In Figure 6.14, the output of the reference computation part of the algorithm can be
observed. Particular attention can be done on the values, that are always than the maximum
given by the Betz limit of 0.33, which is by definition the reference value for the MPPT
algorithm (a-MPPT = 0.33 for all the turbines). As can be noticed in Figure 6.14, WT4
has an axial induction factor greater than the other turbines, due to the reduction of wake
interactions and a lower input wind speed. So the WT4 can extract more power w.r.t. the
others in the analyzed wind farm.
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Figure 6.14: Axial induction factor reference values computed from the supervisory control
In Figure 6.15, shows the reference values for the tip speed ratio, that is the output of the

second optimization algorithm. The values, that are all around 7 and 8, which are reasonable
values.
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Figure 6.15: Axial induction factor reference values computed from the supervisory control
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Chapter 7

CONCLUSIONS AND FUTURE
RESEARCH

In this final chapter, a discussion on the results obtained and a general review of possible
future research topics is presented.

7.1 Conclusions

In chapter 1, an introduction to the research topic and the relative state of the art has been
presented. Moreover, how the various subsystems interacts with each other is described.

In chapter 2, a simple model of an Horizontal Axis Wind Turbine is introduced. However, this
model still lacks of the mechanical characteristics such as the inertia of the turbine blades,
also the gearbox system could be improved in details, both for losses and for transmission of
kinetic energy.

A simple wake model is defined, based on the well known Jensen wake model. This model can
describe, in a simple and linear way, the effect of the wake interactions and the consequences
on power production of the system. Still, this model lacks of other useful information such as
added turbulence at the exit of the turbine and behaviour of the wind in detailed way.

In chapter 3, the model for a doubly fed induction generator, the relative power conversion
system and the grid connection system have been presented. The system has been modeled
with the help of the Simscape libraries, and in chapter 6 it has been shown how the system
measurements correspond to what it should be expected. Nonetheless, the modeling of the
power converter has been made with ideal switches, which neglect the losses and delays in the
power conversion.

In chapter 4, the vector control for both the converters has been implemented. The super-
twisting sliding mode control, present interesting features of robustness to uncertainties and a
good tracking capacity for the speed control loop of the DFIM. However, this kind of control
algorithm is not an good solution instead for the grid side converter, in which DC-bus voltage
still presents high ripples between the reference value.

In chapter 5, an optimization algorithm for a wind farm is presented, and the results shows
how, with reference to the MPPT algorithm, the extracted power is reduced, also the damages
and fatigue imposed on the turbines is reduced.This means that the life-span of the turbines
could be increased in exchange of minor energy production.

In chapter 6, the results for the previously described chapters and arguments has been pre-
sented.
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7.2 Future research

Future advancement for this research, could aim to provide a more accurate model description
and a better control algorithm for the management of the single turbine and of entire wind
farm. More precisely:

1. The major issue in the project has been the development of the wind turbine mechanical
model, which lacks of many important design requirements. In particular the definition
of a drive train model including the inertias of the system, is fundamental for future
developments, considering that the fatigue damage reduction analyzed in chapter 5 could
also affect the drive train system.

2. The super-twisting sliding mode control algorithm has showed to be not effective for the
grid side converter, other control techniques, such as higher order sliding mode control or
other control techniques with a continuous control command could improve the system
performances.

3. The Jensen wake model lacks of estimations regarding the turbulence fluxes in output
of a wind turbine, lacking in details regarding possible wake meandering effects. The
implementation of a more detailed wake model could help to have a better prediction
of the input wind in the turbines. Consequently a better understanding of the system,
fundamental issue regarding the design of a good supervisory control system.
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Appendix

Jensen wake model

Based on the formulas described before, the code inside the function block is the following:

function [v1,v2,v3,v4,tau2,tau3,taud] = Jensen(Uinf)

alfa = 0.005;
r0 = 100;
A0 = pi*xr0~2

% position of the wind turbines in the xy plane

pT1 = [200,200];
pT2 = [800,275];
pT3 = [700,100];
pT4 = [1600,230];

plot (pT1(1),pT1(2),’°x?,pT2(1),pT2(2),°x’ ,pT3(1),pT3(2),°x?,pT4 (1) ,pT4(2),°x’)

% WIND TURBINE 1
vl = real(Uinf);

% WIND TURBINE 2

a2 = 0.2;

CT2 = 4%a2x(1-a2);

x12 = abs(pT2(1) - pT1(1));
r12 = r0 + alfa*xx12;

d12 = abs(pT2(2) - pT1(2));

if d12 "= 0

z12 = real((1/d12)*sqrt(4x(d12°2)*(r12°2)-(d12°2-r0"2+r12°2) ));
L12 = (d12°2-10~2+r12"2)/(2%d12) ;
Ash12 = (r12~2)*acos(complex(L12/r12))+(r0~2)*acos((complex(d12-L12)/r12))-d12*z12;
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if Ashl12 < 0
Ash12 = 0;
end

else
Ash12 = AOQ;
end
v2 = real (Uinf*(1 - (1- sqrt(1-CT2))*((r0/r12)~2)*(Ash12/A0)));
tau2 = (2*x12)/(Uinf+v2)
% WIND TURBINE 3
a3 = 0.2;
CT3 = 4*a3*(1-a3);
x13 = abs(pT3(1) - pT1(1));

ril3 r0 + alfa*x13;
d13 = abs(pT3(2) - pT1(2));

if d13 "= 0

I

z13 = real((1/d13)*sqrt (4*(d13°2)*(r13°2)-(d13°2-r0"2+r13°2) ));
L13 = (d1372-r07"2+r13-2)/(2xd13);
Ash13 = (r13~2)*acos(complex(L13/r13))
+(r0~2) *acos (complex((d13-L13)/r13)) -d13*z13;
if Ash13 < 0
Ash13 = 0;
end

else
Ash13 = AOQ;
end

v3 = real (Uinf*(1- (1-sqrt(1-CT3))*((r0/r13)"~2)*(Ash13/A0)));
tau3d = (2*x13)/(Uinf+v3)

% WIND TURBINE 4
a4 = 0.2;
CT4 = 4x*ad*(1-a4);

x14 = abs(pT4(1) - pT1(1));
r1l4 = rO0 + alfa*x14
d14 = abs(pT1(2) - pT4(2));
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if d14 "=

|
o

z14 = (1/d14)*sqrt(4*(d14°2)*(r14°2)-(d14°2-r0"2+r14°2) )
L14 = (d14~2-r0"2+r14-2)/(2xd14);
Ash14 = (r14-~2)*acos(complex(L14/r14))
+(r0~2)*acos(complex((d14-L14)/r14)) -dl4xz14;
if Ashl14 < 0
Ash14 = 0;
end

else
Ash14 = AOQ;

end

x24
r24
d24

abs(pT4(1) - pT2(1));
r0 + alfa*x24
abs(pT2(2) - pT4(2));

if d24 "= 0

z24 (1/d24) *sqrt (4% (d24°2) *(r24°2) - (d24°2-r0"2+r24"2) )
L24 = (d24~2-r0"2+r24~2)/(2xd24) ;
Ash24 = (r24-~2)*acos(complex(L24/r24))
+(r0~2)*acos(complex ((d24-1L24) /r24)) -d24xz24;
if Ash24 < 0
Ash24 = 0;
end

else

Ash24 = AO;

end

x34
r34
d34

abs(pT4(1) - pT3(1));
r0 + alfaxx34;
abs(pT3(2) - pT4(2));

if d34 "= 0

z34
L34

(1/d34)*sqrt (4*(d34°2) * (r34-2) -(d34"2-r0"2+r34°2) );
(d34~2-r0~2+r34-~2)/(2*d34) ;
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Ash34 = (r34~2)*acos(complex(L34/r34))
+(r0~2)*acos (complex((d34-L34)/r34)) -d34xz34;
if Ash34 < 0
Ash34 = 0;
end

else
Ash34 = AQ;

end

v4 = real (Uinf*(1-( ((1-sqrt(1-CT4))*((r0/r14)~2)*(Ash14/A0))
+((1-sqrt(1-CT4))*((r0/r24)~2) * (Ash24/A0))
+((1-sqrt (1-CT4))*((r0/r34) ~2) * (Ash34/A0)))));

taud = (2xx14)/(Uinf+v4)
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