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I  Formula symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>Current</td>
<td>[A]</td>
</tr>
<tr>
<td>V</td>
<td>Voltage</td>
<td>[V]</td>
</tr>
<tr>
<td>l</td>
<td>Length of the solenoid</td>
<td>[m]</td>
</tr>
<tr>
<td>N</td>
<td>Number of turn</td>
<td>[-]</td>
</tr>
<tr>
<td>Φ</td>
<td>Magnetic flux</td>
<td>[Wb]</td>
</tr>
<tr>
<td>B</td>
<td>Magnetic flux density</td>
<td>[Wb/m²]</td>
</tr>
<tr>
<td>A</td>
<td>Area of the coil</td>
<td>[m²]</td>
</tr>
<tr>
<td>H</td>
<td>Magnetic field strength</td>
<td>[A/m]</td>
</tr>
<tr>
<td>μ</td>
<td>Permeability</td>
<td>[H/m]</td>
</tr>
<tr>
<td>μ₀</td>
<td>Permeability of free space</td>
<td>[H/m]</td>
</tr>
<tr>
<td>μᵣ</td>
<td>relative magnetic permeability</td>
<td>[-]</td>
</tr>
<tr>
<td>Pb</td>
<td>hysteresis loss</td>
<td>[w]</td>
</tr>
<tr>
<td>Pe</td>
<td>eddy current loss</td>
<td>[w]</td>
</tr>
<tr>
<td>Pₑᵣ</td>
<td>Residual loss</td>
<td>[w]</td>
</tr>
<tr>
<td>Bₘₐₓ</td>
<td>maximum flux density</td>
<td>[Wb/m²]</td>
</tr>
<tr>
<td>f</td>
<td>frequency of magnetic reversals per second</td>
<td>[Hz]</td>
</tr>
<tr>
<td>η</td>
<td>Steinmetz hysteresis coefficient, depending on material</td>
<td>[J/m³]</td>
</tr>
<tr>
<td>t₀</td>
<td>material thickness</td>
<td>[m]</td>
</tr>
<tr>
<td>V</td>
<td>volume of magnetic material</td>
<td>[m³]</td>
</tr>
<tr>
<td>Kₑ</td>
<td>eddy current constant</td>
<td>[-]</td>
</tr>
<tr>
<td>n</td>
<td>constants depending on material</td>
<td>[-]</td>
</tr>
<tr>
<td>m</td>
<td>constants depending on material</td>
<td>[-]</td>
</tr>
<tr>
<td>R</td>
<td>Resistance</td>
<td>[Ω]</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Flux linkage</td>
<td>[Wb-t]</td>
</tr>
<tr>
<td>$x$</td>
<td>Position of the plunger</td>
<td>[m]</td>
</tr>
<tr>
<td>$\dot{x}$</td>
<td>Velocity of the plunger</td>
<td>[m/s]</td>
</tr>
<tr>
<td>$E_{(x,i)}$</td>
<td>Over all co-energy</td>
<td>[N/m]</td>
</tr>
<tr>
<td>$F_{tot}$</td>
<td>Total force on the plunger</td>
<td>[N]</td>
</tr>
<tr>
<td>$F_{hook}$</td>
<td>Spring force</td>
<td>[N]</td>
</tr>
<tr>
<td>$F_w$</td>
<td>Armature weight</td>
<td>[N]</td>
</tr>
<tr>
<td>$F_\mu$</td>
<td>Friction</td>
<td>[N]</td>
</tr>
<tr>
<td>$F_{vis}$</td>
<td>Viscosity force</td>
<td>[N]</td>
</tr>
<tr>
<td>$k_4$</td>
<td>Sum of Armature weight and Viscosity force</td>
<td>[N]</td>
</tr>
<tr>
<td>$M$</td>
<td>Mass of the plunger</td>
<td>[Kg]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Viscosity</td>
<td>[Kg/m·s]</td>
</tr>
<tr>
<td>$K$</td>
<td>Spring constant</td>
<td>[-]</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Force angle</td>
<td>[°]</td>
</tr>
<tr>
<td>$L_d$</td>
<td>Dynamic inductance</td>
<td>[H]</td>
</tr>
<tr>
<td>$L_s$</td>
<td>Static inductance</td>
<td>[H]</td>
</tr>
<tr>
<td>$W_m$</td>
<td>Magnetic field energy</td>
<td>[N/m]</td>
</tr>
<tr>
<td>$e$</td>
<td>Inductive electromotive force</td>
<td>[V]</td>
</tr>
<tr>
<td>$B_0$</td>
<td>Initial magnetic flux density</td>
<td>[Wb/m²]</td>
</tr>
<tr>
<td>$H_0$</td>
<td>Initial magnetic field strength initial</td>
<td>[A/m]</td>
</tr>
<tr>
<td>$\Delta H$</td>
<td>Magnetic field strength</td>
<td>[A/m]</td>
</tr>
<tr>
<td>$\Delta B$</td>
<td>the variations of magnetic flux density after applying a current disturbance</td>
<td>[Wb/m²]</td>
</tr>
<tr>
<td>$B_r$</td>
<td>the valve iron core flux density</td>
<td>[Wb/m²]</td>
</tr>
<tr>
<td>$r$</td>
<td>Effective sectional area of the magnetic flux within the valve core</td>
<td>[m]</td>
</tr>
<tr>
<td>$H_m$</td>
<td>Magnetic field strength of magnetic material</td>
<td>[A/m]</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------------------------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>$H_g$</td>
<td>Magnetic field strength of the air gap</td>
<td>[A/m]</td>
</tr>
<tr>
<td>$l_m$</td>
<td>length of the magnetic material</td>
<td>[m]</td>
</tr>
<tr>
<td>$l_g$</td>
<td>length of the air gap</td>
<td>[m]</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Strain level</td>
<td>[-]</td>
</tr>
<tr>
<td>$\dot{\varepsilon}$</td>
<td>strain rate</td>
<td>[-]</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
<td>[pa]</td>
</tr>
<tr>
<td>$\sigma_{1,2}$</td>
<td>Stresses along the principal-stress</td>
<td>[N/m²]</td>
</tr>
<tr>
<td>$\rho_{1,2}$</td>
<td>The curvature radius</td>
<td>[m]</td>
</tr>
</tbody>
</table>
## II Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IFAS</td>
<td>Institute for Fluid Power Drivers and Systems</td>
</tr>
<tr>
<td>HGBT</td>
<td>Hot Gas Bulge Test</td>
</tr>
<tr>
<td>SSV</td>
<td>State space variable</td>
</tr>
<tr>
<td>SMO</td>
<td>Sliding mode observer</td>
</tr>
<tr>
<td>SMC</td>
<td>Sliding mode control</td>
</tr>
<tr>
<td>VSS</td>
<td>variable structure system</td>
</tr>
<tr>
<td>SISO</td>
<td>single input single output</td>
</tr>
</tbody>
</table>
1 Introduction

Electromagnets and solenoid valves are wide-spread actuators in industrial and other applications, due to their robustness, rather simple design, relatively high force density (force per unit mass) and relatively low cost. In particular, fast switching valve have a relatively large force to weight ratio and high speed characteristics thus they have been useful in actuation for pneumatic and hydraulic systems, and are applied e.g in Pressure control valves for Hot Gas Bulge Test (HGBT), internal combustion engines as gas exchange valves, fuel injection valves, or antilock braking system (ABS) valves.

However, a simple and cheap design of solenoids often makes the actuators exhibit a highly nonlinear dynamics, which makes them difficult to control or even to use as self-sensing actuators. Enhanced control design and self-sensing strategies try to enable the use of cheap and simple constructed solenoids in the aforementioned sophisticated fields. Furthermore, apart from cost reasons, it is often not possible to apply position sensors, e.g. due to insufficient space or unfavourable environment. Especially for solenoid actuators with small air-gap it is difficult to realize a sufficiently accurate position measurement in mass production. It is therefore necessary to have a better control of the motion and force of this solenoid valve.

In this study an advanced nonlinear model for a fast switching solenoid will be developed. In which, to circumvent implementation of additional sensor, research in the area of sensorless position estimation based on quantities that can be easily measured, such as voltage and current, is ongoing since several years. For that goal, the Solenoid model is designed based on the mechanical and electrical characteristic of the valve, and using experimental data, which related to its electromagnetic characteristic of the valve, to estimate the plunger movement in real time.

With a simple ON–OFF switching-valve control, early studies focused on optimizing the valve electromagnetic-pneumatic/hydraulic characteristics to improve
the pressure modulation. Nowadays, many more sophisticated control methods were adopted for such test, which needs a real-time controller to achieve precise linear control for the applied flow rate. For that reason, knowing the position of the plunger inside the valve is needed. Thus, there is an urgent need for a new technology to improve the control of low-cost high-speed switching valve, making its performance comparable to that of proportional valves, thus obtaining more accurate linear pressure characteristic with little noise. To solve this problem, linear control of high-speed switching valve has been proposed to be a promising method. Earlier research has showed that the proportional solenoid valve can be controlled with pulse width modulation (PWM) of the coil supply voltage. As for the switching valve, despite the strong nonlinearity in the electromagnetic characteristics, accurate position control of the valve plunger can also be performed by advanced model control based on estimated parameter which derived experimentally, to perform the valve model and get the plunger movement with time.

With the necessary computational power at hand, sophisticated algorithms are used to estimate the movement in real time, even in low cost applications. Observer state estimation appear attractive, as such algorithms may be simple in their realization, and exhibit strong robustness toward bounded disturbances and parameter variations. It takes the solenoid model as a reference, and it can achieve fast error convergence with an appropriate correction factor, i.e. observer injections gains.

An attractive method in designing the model based position estimator is by the Sliding Mode (SM) estimation technique, due to its robustness to uncertainties, speed of convergence and nonlinear structure. This involves obtaining a model of the system with its available measurements. The estimator is a copy of the system model, with its input being the system input and the mismatch between the measured output and the estimated output, namely the error. The mismatch is passed through a discontinuous function of the error and then multiplied by a feedback gain. This is then added to the observer equations, the intention being that the estimation error of all the unmeasured states could be reduced to some neighbourhood
of zero in finite time. Hence, the unmeasured states could be reconstructed from the available measurements and the system input.

This thesis is organized as follow. Initially, background information about fluid power system, the electromagnetism of the solenoid valve, and the type of solenoid valve. Then two different methods for designing the solenoid valve model are introduced with brief theoretical information about the observer, and then about the Bulge test which is the purpose of using the valve application in this experiment. Third part consists of two points, the technical information about the valve used in the test bench, then a brief explanation about the experimental control system used to find the electromagnetic force exerted by the solenoid. The Forth Part presents the required measurements with their simulation, and the used setup for each measurement. The Fifth Part presents the setup used to design the Sliding mode observer, its structure and the model used to find the missing parameter. The Sixth Part presents the validation of the observer performance using Matlab Simulink. Finally the summary of the project is presented with outlooks about future research.
2 Theoretical Background

This chapter presents the general idea of fluid power system, its type, structure and property. Then the solenoid valve is presented as a device used to control or regulate the flow of the fluid power system, in which the solenoid electromagnetism and material property are presented in the second part. In the third part the solenoid valve types and two modelling methods that can be used to design the valve model are presented. In the fifth part a brief theoretical information about the observer types and property are presented, taking into account the sliding mode observer one. Finally a brief explanation about the Bulge test bench, for which the solenoid and the observer model are designed, is presented.

2.1 Fluid power system

Fluid power is a term describing hydraulics and pneumatics technologies. Both technologies use a fluid to transmit power from one location to another. With hydraulics, the fluid is a liquid (usually oil), whereas pneumatics uses a gas (usually compressed air). Both are forms of power transmission, which is the technology of converting power to a more useable form and distributing it to where it is needed, such system commonly known as fluid power systems.

The basic structure of fluid power system is consisting of pumps (compressor) which convert the mechanical energy into hydraulic or pneumatic energy, conduits (storage, filter, heat exchanger, filter, pipes) to transfer the fluid power, and the motoric section (linear motor, rotating motor, and valves) which uses it to create a linear or rotating motion. It easily produces linear motion using hydraulic or pneumatic cylinders and can transmit equivalent power within a much smaller space compared to electric driver technologies, especially when extremely high force or torque is required. It offers simple and effective control of direction, speed, force, and torque using simple control valves.
Pneumatic systems have many properties that make them attractive for use in a variety of environments. They are less sensitive to temperature than hydraulic systems and offer many advantages for positioning applications. Low maintenance cost, cleanliness and safety are some of these advantages. However, they are suffering from common drawbacks including friction and sensitivity of actuator dynamics to load and piston position along the cylinder stroke. In addition, from a control perspective, controlling a pneumatic actuator is a challenge because the system dynamics are non-linear. The non-linear nature of a pneumatics system exacerbated when it uses on/off solenoid valves, which have widespread applications due to the high cost of servo valves [NFP17].

A valve is a device that regulates, directs or controls the flow of a fluid by opening, closing, or partially obstructing various passageways. Figure 2-1 shows the Schematic of simple solenoid valve. The main component of this valve is the orifice (1), plunger (2), coil (3) and the return spring (4). However, the valve components are different according to their function and type. Valves actuated by different ways, which are pneumatic, mechanical, and electromechanical actuation, and this choice mostly based on the application purpose, the intended degree of automation, the kind of signal processing in the control, the size of the valve and the safety regulation.

Figure 2-1: Schematic of a solenoid valve [Dül13]
2.2 Electromagnetism and material property of the solenoid

Valves are control elements in pneumatics, which convert pneumatic, electric or mechanical input variable into pneumatic output variable (pressure or flow rate), it constitutes the interface between the signal circuit and the power circuit of an installation. Because signal and data processing almost exclusively occurs electronically, rather high number of pneumatic valves actuated electromechanically.

A solenoid is an electromechanical device that used often in fluid power systems to actuate pneumatic or hydraulic valves; it converts electrical energy to kinetic energy. It is a long helical coil of wire through which a current running in order to create a magnetic field. The magnetic field created by a single strand of wire is weak. However, this magnetic field be strengthened by forming wire coils in a circular shape and by placing a magnetic core (iron or steel) through the wire coils to focus the magnetic field. Therefore, the magnetic field of the solenoid is the superposition of the fields due to the current through each coil. It is nearly uniform inside the solenoid and close to zero outside and is like the field of a bar magnet having a north pole at one end and a south pole at the other, depending upon the direction of current flow [Mur14] [Mur16].

It is known by the application of Ampere’s Law, that a union of turns, when energized by electric current generate a magnetic field on its interior, being this field approximately parallel to the surface turns. Amperes law states in eq. 2-1 [Und1910] [Ton15], that the line integral of the magnetic field around a closed path (P), in defined length (L), is Proportional to the amount of permeability ($\mu$), and the current ($I_{enc}$), that is enclosed by the path. This current is proportional to the number of turns (N) multiplied by the current (I) in each coil, so eq. 2-1 can be simplified to eq. 2-2 [Und1910] [Ton15]. Magnetic field produced when an electrical current flow through a simple conductor such as a length of wire or cable. Bending the wire into a circle and apply the right-hand grip rule to a single coil of the solenoid, the field lines still wrap around the current in the wire. In case of multi turns coil of solenoid the components of the field are concentrated in the interior of the coil and
is considerably weaker outside the coil. The longer the coil the weaker the field outside the coil will be as shown in Figure 2-2.

![Diagram of magnetic field around a coil](image)

**Figure 2-2:** The concentration of Magnetic field inside and outside the solenoid [Wik18]

\[
\oint_p \mathbf{B} \cdot d\mathbf{l} = \mu \cdot l_{enc}
\]

**eq. 2-1**

\[
BL = \mu NI
\]

**eq. 2-2**

The lines which go to make up a magnetic field showing the direction and intensity are called Lines of Force-Magnetic Flux (Φ). But the number of lines of force within a given unit area is called the Magnetic Flux Density (B) is defined eq. 2-3 [Und1910] [Ton15]. The intensity of this field around the coil called Magnetic Field Strength-Magnetising Force symbol (H) is defined eq. 2-4 [Und1910] [Ton15], and it is proportional to the distance from it with the strongest point being next to the coil and progressively getting weaker further away from the coil [Und1910][Ton15].
Referring to the magnetic property of the solenoid, one of the most important characteristics is its saturation effect and it is easily understood by studying the magnetisation properties of the material (magnetic hysteresis) by which it firstly becomes magnetised and then de-magnetised. Saturation is the state reached when an increase in applied external magnetic field $H$ cannot increase the magnetization of the material further, so the total magnetic flux density $B$ more or less levels off. The relation between the magnetic field $B$ and the magnetizing field $H$ expressed as a function of magnetic permeability as shown in eq. 2-5 [Ele18].

$$B = \mu H \quad \text{with} \quad \mu = \mu_0 \cdot \mu_r$$

$$\mu_0 = 4\pi \times 10^{-7} \text{ H/m}$$
Figure 2-3: Magnetic Hysteresis Loop [Ele18].

Figure 2-3 shows the Magnetic Hysteresis loop behaviour of a ferromagnetic core graphically by plotting values of flux density (B) against the field strength (H) as the relationship between B and H is non-linear. The B-H curve follows the path of a-b-c-d-e-f-a as the magnetising current flowing through the coil alternates between a positive and negative value such as the cycle of an AC voltage [Ele18].

In magnetic designs, the core loss and the permeability are two essential parameters representing inherent characteristics of a magnetic material. Core loss is the loss that occurs in a magnetic core due to alternating magnetization, which is the sum of the hysteresis loss, the eddy current loss and the residual loss. Hysteresis loss caused by the magnetization and demagnetization of the core as current flows in the forward and reverse directions. This loss is proportional to the area encircled by the upper and the lower traces of the hysteresis loop. It is directly proportional to the frequency f and the peak flux density $B^n$ as shown in eq. 2-6 [Tan95]. Eddy
current is inducing due to time-varying magnetic field, which applied to a specimen. These currents generate a certain amount of Ohmic loss, which is normally calling the eddy current loss. The mechanism for eddy current loss is the same as that in a conductor. Therefore, the eddy current loss is proportional to \( f^2 \) and \( B^2 \) as shown in eq. 2-7 [Tan95]. The hysteresis loss and the eddy current loss account for large portion of the total core loss. The rest of it is normally calling the residual loss. Mechanisms behind these are complex. Experiences indicate that the residual loss is proportional to frequency \( f \) and peak flux density \( B \) as shown in eq. 2-8 [Tan95].

\[
P_b = \eta \times B_{max}^n \times f \times V \tag{eq. 2-6}
\]

\[
P_e = K_e \times B_{max}^2 \times f^2 \times t^2 \times V \tag{eq. 2-7}
\]

\[
P_{fe} = K_e \times V \times B^n \times f^m \tag{eq. 2-8}
\]
2.3 Solenoid valves

A solenoid valve is an electromechanical device that uses the electric current to generate a magnetic field and thereby operate a mechanism which regulates the opening of fluid flow in a valve by controlling its plunger movement. Solenoid valves are the most frequently used control elements in fluids. Their tasks are to shut off, release, dose, distribute or mix fluids. They are found in many application areas. Solenoids offer fast and safe switching, high reliability, long service life, good medium compatibility of the materials used, low control power and compact design. It differs in the characteristics of the electric current they use, the mechanism they use to regulate the fluid, the strength of the magnetic field they generate, the type, and characteristics of fluid they control.

Solenoid valves are used in direct current DC or alternating current AC versions. DC solenoids produce magnetic fields with constant polarity, this magnetic field increases in intensity as the solenoid supply current increases in intensity, and it is typically use 12V or 24V, but also voltage until 220V is common. DC solenoids show less wear on the plunger or core tube, demonstrate a high holding force, robust winding, soft movement of the armature to avoid switching shocks, and does not fuse if the armature is stuck. On the other hand, the switching transistor of switching solenoid must be protected against voltage surges when it’s in turning off mood, and so rectifier may be required. AC solenoid have an inductive resistance that varies according to the position of the armature, they are normally operated at 110V AC (50/60Hz) and 230V AC (50/60Hz). AC solenoid displays faster switching times, high force and it is possible to have direct connection to AC main. On the other hand, AC solenoid is sensitive against underload, have high heating in operation, its winding is sensitive and can fuse in case of overload, its armature must fully contact pole face after display and it necessary to do the measurement required to reduce vibration and eddy currents. So as a result, DC is more practical and is the most common version.
Solenoid valves can be designed in switching and proportional version. The switching solenoid valve have discrete behaviour; they are either ON or OFF, it is the preferred electro-mechanical converter in industrial pneumatics. Figure 2-4 show the structure of switching solenoid, the main components are the armature, the iron core and the excitation coil. The front surface of the armature and the iron core are polarized by turning on the excitation coil, this results in an attraction force which causes the armature to move to the right until it hits the iron core, as soon as electricity is shut off, the armature moves e.g. by spring force to its initial position. While the proportional solenoid is an advanced development of the switching solenoid, it adjusts the energy flow in a designed range due to an input signal to achieve the control function, the spool of proportional valves is progressively adjusted and needs to be positioned anywhere between the final positions, its force density is smaller than that in switching solenoid. The proportional solenoid in Figure 2-5 have this armature in pressure-sealed armature pipe which is screwed to the valve, the execution coil is moved over the armature pipe and therefore can be replaced without opening the liquid area [Hub14] [Hub16].

Figure 2-4 Structure of switching solenoid [Mur14].
Figure 2-5: Structure of proportional solenoid [Mur14].

Figure 2-6 show the resulting solenoid force $F$ for different electric current ($i$) in dependence on the armature stroke ($s$) for the switching and proportional solenoid. With the switching solenoid, the solenoid force increases as the armature stroke decrease, this based on the magnetic flux increase that results from the decrease in the gap between armature and iron core. While for the proportional one the solenoid force is independent of the stroke, and so large amount of the magnetic field are guided out radially from the armature without generating any axial force component. So, the maximum holding force with the same space is larger in switching solenoid than that in proportional one [Mur14] [Mur16].

Figure 2-6: Solenoid force stroke characteristics (static) [Mur14].
2.3.1 Switching solenoid valve model 1

Solenoid system can be modelled using its own magnetic field closed circuit in which when a ferromagnetic material (plunger) is positioned at the coil axis edge, and there’s electrical current through the coil, a magnetic field is concentrated in the interior of the material creating a magnetic force in the coil axis and pulling the plunger to the centre of the coil, so the created magnetic force is controlled by electrical injection. Based on that to model the solenoid plunger we must solve first its electrical and magnetic model, that rules the voltage in the coil’s terminal and then the mechanical model that rules the force equation balance in the coil axis.

2.3.1.1 Electrical model

The electrical part of the switching solenoid valve can be modelled as an RL circuit as shown in Figure 2-7. In which the inductance L is not constant and is assumed to be a nonlinear function of the plunger position x and the input current i.

![The equivalent circuit of solenoid valve](image)

Figure 2-7: The equivalent circuit of solenoid valve [Ste08].
Using Kirchhoff’s law, $U$ is the equivalent voltage in the coil terminal and it’s equal to the voltage from Lan’s law plus the voltage from Ohm’s law as shown in eq. 2-9 [Dem17].

$$U = \frac{\partial \lambda(x,i)}{\partial t} + R \cdot i(t)$$  \hspace{1cm} \text{eq. 2-9}

As $\lambda$'s depends on the two variables position of the plunger ($x$), current ($i$), and both are function of time, the derivative follows the chain's rule of the implicit derivative in eq. 2-10 [Dem17].

$$U = \frac{\partial \lambda(x,i)}{\partial i(t)} \cdot \frac{\partial i(t)}{\partial t} + \frac{\partial \lambda(x,i)}{\partial x(t)} \cdot \frac{\partial x(t)}{\partial t} + R \cdot i(t)$$  \hspace{1cm} \text{eq. 2-10}

But the solenoid valve flux linkage can be expressed as static inductive $L_s(x,i)$ multiplied by the current $i$, as shown in eq. 2-11 [Dem17], and by substituting eq. 2-11 in eq. 2-10 we got the voltage balanced equation as a function of the inductance as shown in eq. 2-12 [Dem17].

$$\partial \lambda(x,i) = L(x,i) \cdot i(t)$$  \hspace{1cm} \text{eq. 2-11}

$$U = \left[ \frac{\partial L(x,i)}{\partial i(t)} \cdot i(t) + L(x,i) \right] \frac{\partial i(t)}{\partial t} + \frac{\partial L(x,i)}{\partial x(t)} \cdot \frac{\partial x(t)}{\partial t} \cdot i(t) + R \cdot i(t)$$  \hspace{1cm} \text{eq. 2-12}

\subsection*{2.3.1.2 Magnetic Model}

Due to the current in the coil, a magnetic field will appear inside the solenoid and result in a magnetic force affecting the armature. Regarding the electromechanical conversion, the attractive magnetic force on the plunger is the contribution of magnetic energy accumulated in the working air gap and core. Therefore, the electromagnetic force can be derived from the overall co-energy as shown in eq. 2-13 [Che93].
F_{mag} = \frac{\partial E_{(x,i)}}{\partial x_{(t)}} = \int_0^{i(t)} \frac{\partial \lambda_{(x,i)}}{\partial x_{(t)}}. \text{di} = \int_0^{i(t)} \frac{\partial L_{(x,i)}}{\partial x_{(t)}}. i(t) \text{di} \quad \text{eq. 2-13}

### 2.3.1.3 Mechanical Model

As discussed in the previous section, the electromagnetic force $F_{mag}$ affects the armature. However, other forces also have an influence on the armature which is: the spring force $F_{hooke}$, armature weight $F_w$, friction $F_\mu$ and viscosity force $F_{vis}$. Using Newton's Second Law yields, and together with assumed and provided information, the mechanical model for the valve can be derived as shown in eq. 2-14 [Dem17].

$$F_{tot} = -F_{mag} + F_{hooke} + F_w - F_\mu - F_{vis} \quad \text{eq. 2-14}$$

In which

$$F_{tot} = M. \frac{\partial^2 x_{(t)}}{\partial t^2} = M. \ddot{x} \quad \text{eq. 2-15}$$

$$F_w = M. g. \cos \theta \quad \text{eq. 2-16}$$

$$F_{vis} = \beta. \frac{\partial x_{(t)}}{\partial t} = \beta. \dot{x} \quad \text{eq. 2-17}$$

$$F_{mag(x,i)} = \int_0^{i(t)} \frac{\partial L_{(x,i)}}{\partial x}. i(t) \text{di} \quad \text{eq. 2-18}$$

$$F_{hooke} = -K. x_{(t)} \quad \text{eq. 2-19}$$

$$F_\mu = M. g. \sin \theta \cdot \mu_\mu \quad \text{eq. 2-20}$$
The objective from deriving the electrical, magnetic, and mechanical model is to study the equation exposed above for the magnetic circuit analysis and rewrite it in function of our output variables \( i(t) \) and \( x(t) \). But with the equations achieved it's unlikely that an algebraic solution will be found, and a numeric solution is needed. Then, the Differential Equations must be rearranged in a way that facilitates the construction of a flowchart in the Simulink Application, of the software Matlab as shown in eq. 2-23 [Dem17], eq. 2-24 [Dem17].
2.3.2 Switching Solenoid valve model 2

The second model is based on using the enhanced incremental energy method to determine the variation of the inductance as a function of the current and position. As in the previous model the coil model of solenoid valve can be equivalent to an R-L series circuit, and so we have the same dynamic equation for the electrical, magnetic and mechanical subsystem. Starting from eq. 2-12 we can obtain the dynamic inductance ($L_d$) as shown in equation eq. 2-25 [She13].

$$L_d = \frac{\partial L_s(x,i)}{\partial i(t)}.i(t) + L_s(x,i)$$  eq. 2-25

This model is based on two assumptions to determine the dynamic and static inductance. At first, we assume that the solenoid valve is fixed in a certain location, then magnetic field energy $W_m$ is shown in eq. 2-26 [She13].

$$W_m = \int e.i dt = \int L_d idi$$  eq. 2-26

When the current $i_0$ has disturbance $\Delta i$, the current currently is $i = i_0 + \Delta i$, and the variation of magnetic energy is shown in eq. 2-27 [She13].

$$\Delta W_m = Ld \frac{i^2 - i_0^2}{2} = Ld \frac{(\Delta i)^2 + 2i_0(\Delta i)}{2}$$  eq. 2-27

As the current change, magnetic induction $B$ and magnetic field strength $H$ will change accordingly as shown below in eq. 2-28 [She13].

$$B = B_0 + \Delta B , \quad H = H_0 + \Delta H , \quad B = \mu H$$  eq. 2-28

According to the average magnetization curve of the material which is $B$–$H$ the curve, the changes of the magnetic field energy are shown in eq. 2-29 [She13].
\[ \Delta W_m = \iiint \text{HdBdV} = \iiint_0^{\Delta B} (H_0 + \frac{\Delta B}{\mu})d(\Delta B)dV \]

\[ = \int \left[ H_0\Delta B + \frac{(\Delta B)(\Delta H)}{2} \right] dV \]

From the eq. 2-29 above, the nonlinear dynamic inductance \( (L_d) \) model of solenoid valve as shown in eq. 2-30 [She13].

\[ L_d = \frac{\int (\Delta H)(\Delta B)dV}{(\Delta i)^2} \]

Now according to the second assumption the iron core displacement is changes while current is constant, then the changes of the magnetic field energy are shown in eq. 2-31 [She3].

\[ \Delta W_c = \iiint \text{HdBdV} \]

And the static inductance is shown in eq. 2-32 [She13],

\[ L_s = \frac{\int B(\Delta H)dV}{i_0(\Delta i)} \]

Knowing that the iron core, valve body, shell and other magnetic component parts of solenoid valve use nonlinear magnetic material, so we need to determine the solenoid valve work area. Starting from the law of magnetic circuit which shown in eq. 2-33 [She13]:

\[ NI = H_m l_m + H_g l_g \]

When the air gap increases, magnetic flux surrounding the edges is serious proliferation, currently consider the flux edge diffusion phenomena. Eq. can be expressed as shown in eq. 2-34 [She13]:
\[ NI = H_m l_m + \frac{B_r}{\mu_0} \cdot \left( \frac{r}{r+l_g} \right)^2 \cdot l_g \]  

\text{eq. 2-34}

By B-H curve of the magnetic material and according to the solenoid valve operating current conditions, solenoid valves operating range can be determined within the scope of work values of \((Br)\). Then take \(Br\) into eq. 2-34, we can obtain more data of \(Br\) on magnetic flux density, as a function of coil current \(I\) and displacement \(x\) as shown in eq. 2-35 [She13].

\[ B_r = g(x, i) \]  

\text{eq. 2-35}

From eq. 2-35, eq. 2-30 and eq. 2-32, we can find the inductance model of static inductance and dynamic inductance, but to design this model the electromagnetic property is needed.

Finally, the solenoid valve model is designed based on model 1, and the missing data are presented using an experimental setup which will be explained in chapter 3.
2.4 Observers

The state of the inlet solenoid valve model can be written in the form of state space variables (SSV) equation, which is sometime not available or expensive to measure. To get an effective control and monitoring of the whole system, it is required at any time a reliable and accurate information about the SSV, to be able to apply state feedback control to the system, all its SSV must be available. Thus, to solve the problem of estimating system SSV, we need another dynamical system called the observer or estimator, connected to the system under consideration, whose role is to produce good estimate of the SSV of the original system [Gaj96].

The theory of observers started with the work of Luenberger (1964, 1966, 1971) [Lue64] [Lue66] [Lue71], so that observers are very often called Luenberger observers. State observer is a dynamic system whose purpose is to estimate the states based on available measurements or outputs of a dynamical system. It is not only useful in system monitoring, regulation and receiving the information of the internal variables of a system that are unknown, but also in detecting as well as identifying failures in dynamic systems, providing the basis of many practical applications. Since almost all observer designs are based on the mathematical model of the plant, the presence of disturbances, dynamic uncertainties, and nonlinearities pose great challenges in practical applications. Toward this end, to get the high-performance robust observer design, several advanced observer designs have been proposed. There are two main types for the observer the first one is linear observer and the second is nonlinear observer [Gaj96].
2.4.1 Linear Observer

According to Luenberger [Lue66], any system driven by the output of the given system can serve as an observer for that system, in which this observer has the same dimension as the original system. Consider a linear time invariant continuous time dynamic system in eq. 2-36, eq. 2-37.

\[
\dot{x}(t) = Ax(t) + Bu(t) \quad x(t_0) = x_0 = \text{unknown} \quad \text{eq. 2-36}
\]

\[
y(t) = Cx(t) \quad \text{eq. 2-37}
\]

Where \( x(t) \) is the system state vector \( \in \mathbb{R}^n \), \( u(t) \) is the control input \( \in \mathbb{R}^m \), \( t \) is the time and \( y(t) \) is the output of the system \( \in \mathbb{R}^p \), with constant matrix \( A, B \) and \( C \) are the parameter of the state space model. Since the system output variables \( y(t) \) are always available, we may construct another artificial dynamic system of order (n) having the same matrices \( A, B \) and \( C \) as shown in eq. 2-38, eq. 2-39.

\[
\dot{\hat{x}}(t) = A\hat{x}(t) + Bu(t) \quad , \quad \hat{x}(t) = \hat{x}_0(t) \quad \text{eq. 2-38}
\]

\[
\hat{y}(t) = C\hat{x}(t) \quad \text{eq. 2-39}
\]

These two-output \( y \) and \( \hat{y} \) are different as shown in eq. 2-40, since in the first case the system initial condition is unknown, and in the second case it has been chosen arbitrarily.

\[
y(t) - \hat{y}(t) = Cx(t) - C\hat{x}(t) = Ce(t) \quad \text{eq. 2-40}
\]

\[
e(t) = x(t) - \hat{x}(t) \quad \text{eq. 2-41}
\]

Where \( e(t) \) is the error signal eq. 2-41, that is generated from the output difference and it can be used as the feedback signal to the artificial system such that the estimation (observation) error \( e(t) \) is reduced as much as possible. This can be
physically realized by proposing the system-observer structure as given in the Figure 2-8.

![System Observer structure](image)

Figure 2-8: System Observer structure [Caj96].

In this structure (K) represents the observer gain and must be chosen such that the observation error is minimized. The observer alone is given by eq. 2-42.

\[
\dot{x}(t) = Ax(t) + Bu(t) + K(y(t) - \hat{y}(t)) \quad \text{eq. 2-42}
\]

By substituting eq. 2-39 in eq. 2-42, the observer input dynamic equation become as shown in eq. 2-43:

\[
\dot{x}(t) = (A - KC)x(t) + Bu(t) + Ky(t) \quad \text{eq. 2-43}
\]

If we subtract the above two equations eq. 2-36 and eq. 2-43, this will give us the error dynamics of the observer as shown below in eq. 2-44:

\[
\dot{e}(t) = \dot{x}(t) - \dot{\hat{x}}(t) = (A - KC)e(t) \quad \text{eq. 2-44}
\]

\[
e(t) = e^{(A-KC)t}.e(0) \quad \text{eq. 2-45}
\]
The solution of this equation is an exponential function as shown in eq. 2-45, which means if this term (A-KC) is less than zero, then its good, since we know that our error will vanish over time and \( \hat{x} \) will converge to \( x \), but the significance of having a feedback loop around the observer is that we can control the decay rate of the error function by selecting the controller gain \( K \) accordingly. However, here the decay rate solely depends on the matrix \( A \), and if there are some uncertainties in the mathematical model, this means you don’t know the matrix \( A \) exactly. Therefore you can’t control how quickly the error will vanish, the feedback gives more control over this equation and guarantees a faster elimination of the error, so faster estimated stats \( \hat{x} \) will converge to true stats \( x \). An optimal way of choosing the gain \( K \) is performed using Kalman filters [Caj96].
2.4.2 Nonlinear Observer: Sliding mode observer

The nonlinear system is said to be observable if it does not have any indistinguishable pair of states. This definition implies that a system can be observable, if there are no inputs which will render some states indistinguishable. This is because if any states are indistinguishable, they will be linearly dependent, and the observability subspace will be rank deficient. Since almost all observer designs are based on the mathematical model of the plant, the presence of disturbances, dynamic uncertainties, and nonlinearities pose great challenges in practical applications. Toward this end, the high-performance robust observer design problem has been topic of considerable interest recently, and several advanced observer designs have been proposed.

Sliding mode observer (SMO) belonging to the variable structure system (VSS) has proven to be an effective robust control strategy for incompletely modelled or nonlinear systems since its first appearance in the 1950s [Utk92] [Eme92]. One of the most distinguished properties of SMO is that it utilizes a discontinuous control action which switches between two distinctively different system structures such that a new type of system motion, called sliding mode, exists in a specified manifold. The peculiar characteristic of the motion in the manifold is its insensitivity to parameter variations, and its complete rejection of external disturbances [You96]. SMO has been developed as a new control design method for a wide spectrum of systems including nonlinear, time-varying, discrete, large-scale, infinite-dimensional, stochastic, and distributed systems [Hun93].

The design of SMO system is naturally carried out in two stages: -

1. The sliding surface is selected to achieve the desired sliding dynamics of the closed loop system.
2. The switching control law is selected to make the trajectory reach the sliding surface by pushing the system from any initial state towards sliding plane and ensures stable sliding mode.
The SMO problem is formulated for a general single input single output (SISO) nonlinear system is shown in eq. 2-46 and eq. 2-47:

\[
\dot{x} = a(x) + b(x)u \\
y(t) = g(x)
\]

Where \(x = [x_1, x_2, ..., x_n] = [x, \dot{x}, ..., x^{(n-1)}]\) the system state vector, \(u\) is the scaler system input \(\in \mathbb{R}^m\), and the vector function \(a(x), b(x) : \mathbb{R}^n \rightarrow \mathbb{R}^n\) are continuously differentiable. The sliding function can be defined as linear combination of the system state and its order (for: \(s(x)\)-the sliding plane-sliding manifold) is usually the same as that of the Control input \(u\), as shown in eq. 2-48, eq. 2-49:

\[
s(x) \in \mathbb{R}^m, s(x) = 0
\]

And

\[
s(x) = [s_1(x) \ s_2(x) \ ... \ s_m(x)]^T
\]

Then a Sliding mode control (SMC) \(u(x) = [u_1(x) \ u_2(x) \ ... \ u_m(x)]^T\) may undergo discontinuities on some nonlinear surface \(s_i(x) = 0\) in the state space and the SMC law for \(u(x)\) is evaluated based on the feedback values of \(\text{sign}(s(x))\), in short it will be of the form shown below in eq. 2-50 [Utk09] and Figure 2-9 which state the main reasons why enforcing SMC is a promising method to control high-order nonlinear dynamic plants operating under uncertainty conditions.

\[
\begin{align*}
    u_i(t) &= \begin{cases} 
    u_i^+(x, t), & \text{where } s_i(x) > 0 \\
    u_i^-(x, t), & \text{where } s_i(x) < 0 
    \end{cases} \\
    &\quad i = 1, 2, ..., m,
\end{align*}
\]

Where \(u_i^+(x, t)\) and \(u_i^-(x, t)\) are continuous state functions, with \(u_i^+(x, t) \neq u_i^-(x, t)\) and \(s_i(x)\)'s being continuous state functions.
The control action must move the system from any initial state $x_0 = x(t = 0)$ towards the sliding plane. This led to the so-called reachability condition, satisfied by means of proper controller design. The sliding plane is attractive if the following relation in eq. 2-51 [Kom12] is fulfilled:

$$s(x)\dot{s}(x) < 0, \forall \ s \neq 0$$

It can be noted that if the reachability is guaranteed globally the function shown below in eq. 2-52 [Kom12],

$$V = \frac{1}{2}s^2 > 0, \forall \ s \neq 0$$

Is the Lyapunov function for $s$, as eq. 2-53 [Kom12] is valid,

$$\dot{V} = \frac{1}{2}\frac{d}{dt}s^2 = s\ddot{s} < 0, \forall \ s \neq 0$$

In order to ensure the finite time convergence, a stronger so called “$\eta$-reachability” condition is used in eq. 2-54 [Kom12] and eq. 2-55 [Kom12].

$$\frac{1}{2}\frac{d}{dt}s^2 = s\ddot{s} < -\eta|s|, \text{ with } \eta > 0, \ s \neq 0$$

$$\dot{s} \leq -L\text{sign}(s)$$
Which can be satisfied with a discontinuous control with sufficiently gain of the form shown below in eq. 2-56 [Kom12],

\[ u = -L \text{sign}(s) \]  

eq. 2-56

Where sign(.) is the signum function defined by eq. 2-57 [Utk09],

\[ 
\text{sign}(s) = \begin{cases} 
+1 & \text{if } s > 0 \\
0 & \text{if } s = 0 \\
-1 & \text{if } s < 0 
\end{cases} 
\]  

eq. 2-57

As we can see in the equation and figure above, enforcing sliding modes in system with discontinuous control enables order reduction, which results in decoupling and simplification of the design procedure. Furthermore, the element implementing discontinuous function \( u(x) \) has the input \( s(x) \) close to zero during sliding mode, where as its input takes finite values (the average values of the output). This means that the element implements a high gain, which is the conventional tool to suppress the influence of disturbance and uncertainties in the plant behaviour [Gao90] [Hun93] [Slo87] [Utk77] [Ray88].

For the considered system, applying eq. 2-56 [Kom12], we obtain

\[ \dot{x} = a(x) + b(x). (-L \text{ sign}(s)) \]  

eq. 2-58

As the discontinuous system is applied the evolution of the system trajectory, in the phase plane consist of: finite time reaching phase (when the system is moved from the initial state towards the sliding manifold) and sliding face (when the system stats slides along the sliding plane to the origin). Because of the control discontinuity, investigation of the system dynamics in the sliding regime requires special method (Filippov control method, equivalent control method). In this approach for the determination of the system dynamic while remaining on the sliding surface the discontinuous control action is replaced by an equivalent continuous control signal \( (u_{eq}) \), thus the system dynamic during the sliding mode is shown in eq. 2-59 [Kom12].
\[ \dot{x} = a(x) + b(x)u_{eq} \]  

In which the equivalent control is as shown in eq. 2-60 [Kom12]:

\[ u_{eq} = \frac{\nabla s(x)a(x)}{\nabla s(x)a(x)} = -\frac{L_a s(x)}{L_b s(x)} \quad L_b s(x) \neq 0 \]  

As the sliding mode is established by discontinuous control, one can assume that the information about the value of the equivalent control is comprised in the switching action, and the average value obtained by the low pass filtering of switching is as shown in eq. 2-61 [Kom12].

\[ \tau \dot{u}_a + u_a = u_{eq} \]  

In which the filter time constant \( \tau \) chosen small enough (the bandwidth of the filter covers all frequencies of the system and those of acting disturbance), and so it is close to the estimation of the equivalent control as shown in eq. 2-62 [Kom12].

\[ u_a \approx u_{eq} \]
2.5 The Bulge Test (valve application)

The Bulge Test is a new test design needed to supply material parameters at elevated temperatures (up to 950_C), and higher strain rate. It uses the gas as medium to account for the hot stamping conditions. For bulge testing at room temperature, a standard was already developed [DIN14]. The basic idea is to apply the membrane theory eq. 2-63 to calculate the not directly measurable stress at the bulge’s pole (see ε in Figure 2-10 [DIN14]). The theory explains the relation between pressure P and stresses \( \sigma_{1,2} \) along the principal-stress axis depending on the curvature radius \( \rho_{1,2} \) and material thickness \( t_0 \). For a circular bulge, stress and curvature radius in both directions are equal [Mat17].

\[
\frac{P}{t_c} = \frac{\sigma_1}{\rho_1} + \frac{\sigma_2}{\rho_2}
\]

eq. 2-63

The basic test setup according to this standard is shown in Figure 2-10. As depicted, the bulge test setup consists of a blank holder, a die, a sheet metal and a pressure supply. During the test cycle, first the sheet metal is fixed by the die and the blank holder and afterwards loaded with a fluid pressure from one side. As the pressure rises, the sheet metal starts to bulge through the die. By measuring the curvature radius and assuming continuity of the material, the material thickness at the centre \( t_c \) is derived and the stress calculated by. This testing method enables the characterization of material samples up to high strains. But material parameters don’t only depend on the strain level \( \varepsilon \). For example, strain rate \( \dot{\varepsilon} \) and material temperature \( T \) are other important factors, which must be considered when dealing with material data. Thus, the strain levels and rates occurring during the test are only determined by material parameters and are not controlled. To address this issue, the HOT GAS BULGE TEST was developed, which allows to control the strain rate and level during the test. [Mat17].
Based on that, the pneumatic system used for the bulge test must be capable to vary the flow rate in a broad range precisely. Thus, a control algorithm was developed, that maps the required valves conductance into a valve combination to control the mass flow into the pressure chamber. In which the valve combination must be capable to vary the flow rate in a broad range precisely and therefore must possess comparably short response times.

There are only a few valves potentially suitable for the application were found. Fast proportional valves are necessary to achieve a controllability of the system. But no proportional valves acceptably fast and suitable for the pressure level were found. Thus, the decision is made to use switching valves. The valve combination is made of seven Era-Sib (EN52080) switching solenoid valves connected in parallel with a diameter of 0.7 mm as shown in Figure 2-11. All valves are connected in parallel to a gas bottle supplying the nitrogen. The bulge is located at the valves’ outlet port. Piping is reduced to a minimum to bring down the dead volume. Pressure levels are measured at the source and inside the bulge. A laser tracking system measures the actual bulge height to derive the actual bulge volume. The full designed test bench is shown in Figure 2-12.
Figure 2-11: Circuit Diagram for the System [Mat14].

Figure 2-12: The test Bench [Bra16].
3 Experimental system of the valve measurement

This chapter presents the property of the used solenoid valve, and the experimental set up system which used to measure the missing parameter needed for the valve model.

3.1 EraSib En52080 Solenoid Valve

ERA-SIB is a French manufacturer, it offers the most complete solenoid valve ranges of high-quality direct acting and pressure assisted solenoid valves. EraSib En52080 2/2 NC Solenoid valve (two position, two ways direct operated) is shown in Figure 3-1, Figure 3-2. It is a modern valve that offers a fast operation, high reliability, long service life and compact design. It has a differential pressure range from 0 to 300 bar, a working temperature range of -10° to +50° C, and 20 milliseconds maximum opening-closing time. It can accommodate mediums with a temperature of up to 100°C. The valve is controlled by the electrical current that passes through the solenoid and it is initially closed, when the coil energized, magnetic field is created causing plunger to rise inside valve unsealing orifice, opining the valve and allows the pressurized gas to pass through the valve [Era19].

Figure 3-1: Cross section of the valve
Figure 3-2: Simplified schematic of the Solenoid valve
3.2 Measuring and control system

The control system which used to build the solenoid model is based on its electrical, magnetic and mechanical model explained in part 2.3.1. For that goal the solenoid differential equation (eq. 2-23, eq. 2-24) are built in Matlab (see part 4.2). Because of lack of electromagnetic property of the solenoid valve material that is needed to measure the variation of electromagnetic force, inductance, derivative of inductance with respect to position, and with respect to current, as a function of the position (x) and the current (i). Consequently, another control system is designed to measure the electromagnetic force experimentally, and from it the inductance, the derivative of inductance with respect to position, and the derivative of inductance with respect to current, are derived as a function of position (x) and current (i).

Figure 3-3 shows the photo of the system which has been used to get the experimental data for the electromagnetic force of the solenoid valve. The system consists of PC, TB67H400A driver, the solenoid valve, force sensor, Amplifier, laser sensor, Polytec Vibrometer, LT1999 and INA111 amplifier, Beckhoff SPS and the 3D graph that represent the variation of electromagnetic force as a function of (x) position and (i) current. More explanation will be presented in part 4.1 about the electromagnetic force control system.

Figure 3-3: The electromagnetic force control system photo
4 Measuring the required parameters

This part presents a brief explanation for the control systems that are used to measure the required parameters which are the electromagnetic force, the inductance, the derivative of the inductance with respect to current, and the derivative of the inductance with respect to position. Then from them a look up tables is created and assigned to Matlab Simulink to substitute the above missing parameter in the solenoid valve model.

4.1 Measurement of the electromagnetic force

4.1.1 Test setup

The test setup used to measure the electromagnetic force is shown in figure Figure 4-1. The centre of the measuring chain is a Computer which generates reference signals logs and processes the measured data. The Computer is connected with the Beckhoff SPS which works as a D/A as well as an A/D converter and converts the reference signal to an Analog voltage $V_{\text{ref}}$ which is sent to the TB67H400A driver. The created reference Voltage $V_{\text{ref}}$ varies from 0V to 0.5V. The driver is used to set a constant output current $I_{\text{out}}$ depending on $V_{\text{ref}}$ as shown in eq. 4-1. It is connected to the solenoid valve, which is represented by its equivalent circuit (the inductor $L_1$ and resistor $R_1=0.05 \, \Omega$ in the blue box). In order to build a look up table this setup is used to measure three parameters. The current, the electromagnetic force of the solenoid as well as the plunger position.

To measure the electromagnetic force that is created by the solenoid, the force sensor (Tension and Comparison Load Cell - model 8523 and model 8531) is used. It is connected directly to the spool inside the valve, then the measured signal is amplified and sent to the Beckhoff SPS devise. In order to determine the current, the voltage across the known shunt resistor $R_1$ is measured. This voltage is amplified using LT1999 instrument amplifier with a Gain (50). Due to high common mode voltages in the main loop the first amplifier stage LT1999 is separated by a
second amplifier stage IAN111 to insure the highest possible common mode rejection in order to reduce the disturbance in the measured signal. The voltage signal is send to the Beckhoff SPS device. To measure reliably and precisely the position x of the spool, we use Polytec Vibrometer, which is laser Doppler Vibrometer (LDV) to detect the variation of the position of the plunger inside the valve. It is a scientific instrument that is used to make non-contact incremental measurements. The laser beam from the LDV is directed at the plunger surface of the solenoid valve which is initially open. The output of an LDV is generally a continuous Analog signal with respect to zero position and is sent to Beckhoff SPS devise.

The Beckhoff SPS devise used to sample the received Analog signals with frequency (F= 50000 Hz), convert them to digital signal electromagnetic force, and send them to the computer. The computer processes the received data and create the look up table of the electromagnetic force as a function of the position and the current.

\[ I_{out} = \frac{1}{5} \cdot \frac{V_{ref}}{R_{ss}}, R_{ss} \approx 0.1 \Omega \]  

eq. 4-1
Figure 4-1: Simplified scheme of the electromagnetic force control system
4.1.2 Data processing / evaluation

The input current of our measurement test setup is ranged between $I_{\text{min}}=0.1$ and $I_{\text{max}}=0.475\,\text{A}$, and the input voltage is 36 V. As a first step, several measurements are done at different positions in the range of the air gap of the valve in which the current increases for each step every 2 seconds. As result of these measurements Beckhoff SPS device import to PC the data structures result of the test including 4 vectors: the time, the position, the current, and the force. The second step would be rescaling the data so that the first measured value is at $t = 0$ for each vector. In the third step the measured data are plotted such that the incorrect measurements which resulted from the laser drifting is excluded out. In the fourth step, we make data smoothing to remove the noise and then the average mean of the measured value over each current level is taken. The fifth step would be visualizing the measurement data with Curve Fitting Toolbox, eliminating the outliers to exclude wrong measurement points and then export them to Matlab workspace. As a result of previous mentioned step, we got the electromagnetic force as a function of the position $x$ and the current $i$. So the final step would be the integration and differentiation of the electromagnetic force $F_{\text{mag}}(x,i)$ to calculate the inductance $L(x,i)$, deriving the inductance with respect to position to get $\frac{\partial L(x,i)}{\partial x}$, and deriving the inductance with respect to current to get $\frac{\partial L(x,i)}{\partial i}$. The measurement results are shown in the Figures below.
Measuring the required parameters

Figure 4-2: The electromagnetic force as a function of position and current

Figure 4-3: The inductance as a function of position and current
Measuring the required parameters

Figure 4-4: The derivative of the inductance with respect to position as a function of position and current

Figure 4-5: The derivative of the inductance with respect to current as a function of position and current
4.2 Simulation of valve model

The simulation of the solenoid valve system can be modelled using different models (see section 2.3.1 and 2.3.2). Because of lack of the electromagnetic property of the material of the valve, switching solenoid valve model 1 in section 2.3.1 is used. The objective of the model is to get the variation of the plunger position $x(t)$ and the current $i(t)$ with the time. By using the deferential equation (eq. 2-23 and eq. 2-24) which is derived from the electrical, mechanical, and magnetic equation of the solenoid valve, the valve design is constructed on Matlab as shown in 4.3.

Figure 4-6: Superficial Visualization of Simulink design of the valve model
The entry position differential equation is designed based on eq. 2-24 as shown in Figure 4-7, and the entry current differential equation is designed based on eq. 2-23 as shown in Figure 4-8. The electromagnetic force, inductance, derivative of the inductance with respect to the position and with respect to current are represented as a look up table, such that as \( x \) and \( i \) are the inputs of the look up table. This look up table are obtained from the measured experimental data in section 4.1.2. The constants, weight, viscosity equation are represented in Matlab script file.

**Figure 4-7:** Position differential equation design.

**Figure 4-8:** Current differential equation design.
The simulation results of the outputs x(t) and current i(t) of the valve model are shown in Figure 4-9. The solenoid is operated by energizing the solenoid coil with an excitation voltage. Initially the valve is closed at 0.7 (mm), as soon as the solenoid is energized, the current increases, causing the electromagnetic force to increase until it becomes strong enough to move the plunger. At time 0.0073 seconds the plunger starts moving and the corresponding solenoid current is termed as $I_{\text{peak}}$. The plunger movement induces back EMF in the solenoid coil and this causes a brief reduction in the solenoid current. At time 0.0097 seconds, the plunger has moved completely and the current gets reduced to $I_{\text{valley}}$. After complete movement of the plunger, the solenoid current continues to rise until it reaches its maximum level limited by the coil DC resistance.
Figure 4-9: The simulation result of the valve model
5 Set up of the observer

As mentioned earlier in section 2.4.2, SMO is robust to disturbances and modelling error. So, a nonlinear SMO is designed to observe the plunger position under certain parameter uncertainties and bounded disturbance in this section. The inlet observer valve model can be designed based on first-order sliding mode algorithm in the form of state equation. The valve state of the most interest is the valve position which is obtained through double integration of the estimated plunger acceleration. This approach may lead to drifting (due to integration of biased noise and estimation errors), however, since the solenoid valves are switched between the fully open and completely closed positions the integration output maybe be limited and reset at the end stops and thereby circumvent long-term drifting effects.

5.1 SMO Model: - basic equations

The state estimation equations of the observer are based on the simplified dynamic system equations eq. 2-23 and eq. 2-24. Starting from previous mentioned equations, the inlet valve model can be written in the form of state equation as shown in eq. 5-1.

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} = \begin{bmatrix}
\frac{U - A(x,i) \cdot x_3 \cdot x_1 - R \cdot x_1}{B(x,i) \cdot x_1 + C(x,i)} \\
\frac{1}{M} \cdot (F_{mag}(x,i) - K \cdot x_2 + k_4 - \beta \cdot x_3)
\end{bmatrix}
\]

eq 5-1

\[
y = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} \cdot x
\]

eq 5-2

Where the state variable \( x = [x_1, x_2, x_3]^T \) stands for \([i, x, \dot{x}]^T\) and

\[
A(x,i) = \frac{\partial L(x,i)}{\partial x_{(t)}}, \quad B(x,i) = \frac{\partial L(x,i)}{\partial i_{(t)}}, \quad C(x,i) = L(x,i)
\]

eq 5-3
As shown in eq. 5-1 the current deferential equation is nonlinear, and the function of the electromagnetic force is not represented. For simplification, the current differential equation is linearized and considered as shown in eq. 5-4. The electromagnetic force is represented as polynomial function as shown in eq. 5-5, using the curve fitting method of the experimental data that are obtained in section 4.1.

\[ x_1 = K_0 + K_1 \cdot x_1 + K_2 \cdot x_2 + K_3 \cdot x_3 \]  \hspace{1cm} \text{eq. 5-4}

\[ F_{\text{mag}(x,i)} = 14.65 - 20.83 \cdot x_1 + 5.585 \cdot x_2 \]  \hspace{1cm} \text{eq. 5-5}

The SMO has the following form in eq 5.6 [Tri14].

\[ \dot{\hat{x}} = f(\hat{x}, \hat{i}) + L\text{sign}(e) \]  \hspace{1cm} \text{eq. 5-6}

Where the estimation error is defined as \( e = x - \hat{x} \).

\[ \text{sign}(e) = \text{col} [ \text{sign}(e_1), \text{sign}(e_2), ... , \text{sign}(e_n)] \]  \hspace{1cm} \text{eq. 5-7}

And

\[ \text{sign}(e) = \begin{cases} +1, & \text{if } e > 0 \\ 0, & \text{if } e = 0 \\ -1, & \text{if } e < 0 \end{cases} \]  \hspace{1cm} \text{eq. 5-8}

L is the SMO error compensation gain matrix, and

\[ L = \text{diag}[L_1, L_2, ..., L_n] \]  \hspace{1cm} \text{eq. 5-9}

The boundary of gains is determined by Lyapunov stability theory, which will be discussed in the following part. Substituting the valve model shown in eq. 5-1 into the SMO eq. 5-6, the SMO of the inlet valve can be written as shown in eq. 5-10.

\[
\begin{bmatrix}
    \dot{\hat{x}}_1 \\
    \dot{\hat{x}}_2 \\
    \dot{\hat{x}}_3
\end{bmatrix} = \begin{bmatrix}
    K_0 + K_1 \cdot \hat{x}_1 + K_2 \cdot \hat{x}_2 + K_3 \cdot \hat{x}_3 + L_1 \text{sign}(e_1) \\
    \hat{x}_3 + L_2 \text{sign}(e_2) \\
    \frac{1}{M} \cdot (14.65 - 20.83 \cdot \hat{x}_1 + 5.585 \cdot \hat{x}_2 - K \cdot \hat{x}_2 + k_4 - \beta \cdot \hat{x}_3) + L_3 \text{sign}(e_3)
\end{bmatrix}
\]  \hspace{1cm} \text{eq. 5-10}

Where
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\[ e_1 = x_1 - \bar{x}_1, \quad e_2 = x_2 - \bar{x}_2, \quad e_3 = x_3 - \bar{x}_3 \]  \quad \text{eq. 5-11}

Assume that the observed coil current and spool position have enough accuracy and the difference between observed valve and real valve can be neglected. The assumption stands if the nonlinear SMO is stable and converges in finite time. With this assumption and eq. 5-8, the error system is derived as shown in eq. 5-12.

\[
\begin{bmatrix}
\dot{e}_1 \\
\dot{e}_2 \\
\dot{e}_3
\end{bmatrix} = 
\begin{bmatrix}
K_1 \cdot e_1 + K_2 \cdot e_2 + K_3 \cdot e_3 - L_1 \text{sign}(e_1) \\
\quad e_3 - L_2 \text{sign}(e_2) \\
\frac{1}{M} \cdot (-20.83 \cdot e_1 + 5.585 \cdot e_2 - K \cdot e_2 - \beta \cdot e_3) - L_3 \text{sign}(e_3)
\end{bmatrix} \quad \text{eq. 5-12}
\]

The error \( e_2 \) and \( e_3 \) cannot be calculated directly. For \( e_2 \), we just set the gain \( L_2 = 0 \), the system can still be stabilized. For \( e_3 \), the equivalent value method is used to determine the sign of \( e_3 \).

Consider the first equation of eq. 5-12 in sliding mode, where \( e_1, e_2 \) and \( \dot{e}_1 \) all equal to 0.

\[
K_3 \cdot e_3 = L_1 \text{sign}(e_1) \quad \text{eq. 5-13}
\]

\[
e_3 = \left\{ \frac{L_1 \text{sign}(e_1)}{K_3} \right\}_\text{eq}
\]

Where eq means the equivalent value of the contents inside the brackets. Then the SMO can be written as shown in eq. 5-14.

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} = 
\begin{bmatrix}
K_0 + K_1 \cdot \bar{x}_1 + K_2 \cdot \bar{x}_2 + K_3 \cdot \bar{x}_3 + L_1 \text{sign}(e_1) \\
\quad \bar{x}_3 \\
\frac{1}{M} \cdot (14.65 - 20.83 \cdot \bar{x}_1 + 5.585 \cdot \bar{x}_2 - K \cdot \bar{x}_2 + k_4 - \beta \cdot \bar{x}_3 + L_3 \text{sign}\left(\frac{L_1 \text{sign}(e_1)}{K_3}\right)\text{eq})
\end{bmatrix} \quad \text{eq. 5-14}
\]

Error convergence of the SMO is proved by Lyapunov theory. The Chosen Lyapunov function is shown in eq. 5-15, and its time derivative is shown in eq. 5-16.
\[ V = \frac{1}{2} \cdot e_1^2 + \frac{1}{2} \cdot e_2^2 + \frac{1}{2} \cdot e_3^2 \]  
\[ \text{eq. 5-15} \]

\[ \dot{V} = e_1 \dot{e}_1 + e_2 \dot{e}_2 + e_3 \dot{e}_3 \]  
\[ \text{eq. 5-16} \]

Substituting eq. 5-12 in eq. 5-16

\[ \dot{V} = K_1 \cdot e_1^2 + K_2 \cdot e_2 \cdot e_1 + K_3 \cdot e_3 \cdot e_1 - L_1 |e_1| + e_2 \cdot e_3 \]

\[ - \frac{20.85}{M} \cdot e_1 \cdot e_3 + \frac{5.585}{M} \cdot e_2 \cdot e_3 - \frac{K}{M} \cdot e_2 \cdot e_3 - \frac{\beta}{M} \cdot e_3^2 \]

\[ - L_3 |e_3| \]  
\[ \text{eq. 5-17} \]

We can have

\[ \dot{V} \leq K_1 \cdot e_1^2 - \frac{\beta}{M} \cdot e_3^2 \]  
\[ + |e_1| \cdot (K_2 \cdot |e_2|_{\text{max}} + K_3 \cdot |e_3|_{\text{max}} - L_1) \]

\[ + |e_3| \cdot \left( - \frac{20.85}{M} \cdot |e_1|_{\text{max}} + \left( \frac{5.585 - K}{M} - 1 \right) \cdot |e_2|_{\text{max}} - L_3 \right) \]  
\[ \text{eq. 5-18} \]

Note that \( K_1 < 0 \) and \( \beta > 0 \) is always true condition, \( L_1 \) and \( L_3 \) are chosen in way where the conditions in eq. 5-19 and eq. 5-20 are satisfied.

\[ L_1 > (K_2 \cdot |e_2|_{\text{max}} + K_3 \cdot |e_3|_{\text{max}}) \]  
\[ \text{eq. 5-19} \]

\[ L_3 > \left( - \frac{20.85}{M} \cdot |e_1|_{\text{max}} + \left( \frac{5.585 - K}{M} - 1 \right) \cdot |e_2|_{\text{max}} \right) \]  
\[ \text{eq. 5-20} \]

The Lyapunov function is negative semidefinite. According to the Lyapunov stability theory, the estimated state will converge to the real state, and the estimation error will approach zero in finite time.

Note that According to eq. 5-8, the nonlinear SMO loses observability when the coil current is constant with respect to time. But in this inlet-valve application, a PWM signal is used as the coil power so the coil current is chattering constantly, and the nonlinear SMO is always observable. By choosing bigger \( L_1 \) and \( L_3 \), the
nonlinear SMO is more robust to the modeling error. But overly large $L_1$ and $L_3$ will make observed states chatter around the real value.
5.2 SMO Model: - Structure

The SMO observer structure design is performed on Matlab Simulink using the estimated state equation (eq. 5-14). In which, the current output of the solenoid valve model is taken as an input for the error system of the observer, and the observer gain L1 and L3, the inputs K0, K1, K2 and K3 of the linearized current differential equation, are derived using optimization function. The observer structure is shown in Figure 5-1, Figure 5-2, and Figure 5-3.

Figure 5-1: Superficial Visualization of Simulink design of the observer
Figure 5-2: Position equation of the observer design.

Figure 5-3: Current equation of the observer design.
5.3 SMO Model: - Parameter

As mentioned in section 5.2, the SMO parameter is assigned using optimization Matlab script function linked with Matlab Simulink block diagram. With Matlab Simulink diagram the absolute value of the integration of the estimated error equation e1 and e2 is balance in magnitude, added, and then the result is saved in workspace using simout block diagram as shown in Figure 5-4. At the same time the Matlab script optimization function is running to find the minimum error and the best fitting between the current and position function of the valve and the observer model using eq. 5-21. Based on the optimization result of the script function, the missing parameter is assigned to Matlab Simulink.

\[ f_{\text{min}} = \int |e| \, dt \]  

**eq. 5-21**

![Figure 5-4: The estimation error block diagram](image-url)
6 Validation of the observer’s performance

The sliding mode observer is validated using Matlab Simulink. Starting from the parameter optimized result of the previous section, the SMO model is simulated. To find best fitting, the valve and the observer model is simulated several times and the parameter is tuned a little as shown in Table 6-1.

<table>
<thead>
<tr>
<th>Missing parameter</th>
<th>Optimization result</th>
<th>After Tuning</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>93.194</td>
<td>89</td>
</tr>
<tr>
<td>L3</td>
<td>-207.75</td>
<td>-206.989</td>
</tr>
<tr>
<td>K0</td>
<td>708.473</td>
<td>705.9</td>
</tr>
<tr>
<td>K1</td>
<td>-319.95</td>
<td>-305</td>
</tr>
<tr>
<td>K2</td>
<td>138.234</td>
<td>135.22</td>
</tr>
<tr>
<td>K3</td>
<td>1.0023</td>
<td>1.091</td>
</tr>
</tbody>
</table>

Table 6-1: The Required Parameter for the SMO Model

The simulation result for the valve and observer position, and current equation is shown in Figure 6-1 and Figure 6-2 respectively. The result didn’t show totally fitting since the observer model is designed based on the linearized equation.
Validation of the observer’s performance

Figure 6-1: The Simulation result of the position equation of the valve and the observer model

Figure 6-2: The Simulation result of the current equation of the valve and the observer model
7 Summary and outlook

In this thesis, an observer model for the switching Solenoid valve model was presented and validated. The observer based sliding mode theory was designed for this model. The sensorless estimation algorithm converged in closed loop. Though hysteresis and saturation where not modelled because of lack of the electromagnetic property of the material of the valve. The solenoid valve model is designed based on its deferential equation, and the missing parameter is modelled and validated experimentally. The observer based sensorless control strategy achieved almost exact regulation of the output, despite parametric uncertainties, hence it is robust. Plunger position and velocity were estimated from current measurements, and the estimates converged to their actual values asymptotically. A sliding mode based sensorless control strategy was implemented in simulation. Then the simulation result of the observer is compared with the valve model. Repeatability was acceptable and the actual position did not follow the desired trajectory exactly in every case due to noise.

For future work, the missing parameter K0, K1, K2, and K3 other linearization mouted could be used to find them and so we can got better optimization. Then using the sliding mode observer the designed model will be validated experimentally, by sitting up the observer model on the PC controller, and then compare the observer measurement with the laser system measurement in real time to check the accuracy of the model. The estimated plunger position result of the observer model will be used to control the mass flow rate resultant of the valve system, which needed in the bulge test.

The major contributions of this work could be stated as follows:-

- Design and simulate the solenoid valve model.
- Modelling, processing, and validating of the magnetic force of solenoidal valve to account for the effects of mutual inductance.
Design and implementation of a nonlinear sensorless observer on the nonlinear dynamics of solenoidal valve, using the sliding mode methodology. It should be noted that there is no unique way of designing observers for nonlinear systems.
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VI Appendix

Matlab Code, initialization of the valve model and measurements.

```matlab
1 % initialization script for valve model
2 %% Mechanical
3 x_Start=0.0007; %[m]
4 x_Limit=0.0007; %[m]
5 dx_dt_Start=0; %[m/s]
6 c_Spring=9000; %[N/m]
7 x_Spring=(13.4-12.25)*1e-3; %[m]
8 %-----------
9 L0=0.0007; % constant
10 L1=101.1388; % constant
11 %-----------
12 m= 0.0025; % [kg] - spool and pin
13 g= 9.8 ; % [m/s]
14 Teta= 0 ; % is one half of the cone angle of the seat
15 Beta= 10; % the coefficient of viscosity force N.s/m
16 N= 1900 ; % the number of turns of solenoid valve
17 Req= 6.0645 ; % the equivalent resistance in Ohm
18 u = 0.2 ; % friction coefficient neglected
19
20 K4 = m*g*sin(Teta)+m*g*cos(Teta)*u; % friction coefficient neglected
21
22 %% electrical
23
24 load('Kennfeld_korrigiert');
25
26 n_new = 500;
27 n_old = 1000;
28 x_new = x;
29
30 i_new = n_old*i_average/n_new;
31
32 L_new = (n_new/n_old)^2*L_average;
33
34 %% Create new dLdi Look up table
35
36 delta_i_m = 0.5*(i_new(3:end)+i_new(1:end-2));
37
38 delta_i = (i_new(3:end)-i_new(1:end-2));
```
delta_L_i = (L_new(:,3:end)-L_new(:,1:end-2));

dLdi_m = delta_L_i./repmat(delta_i,size(L_average,1),1);

dLdi_f = [(L_new(:,2)-L_new(:,1))./(i_new(2)-i_new(1)),dLdi_m,...
          (L_new(:,end)-L_new(:,end-1))./(i_new(end)-i_new(end-1))];

%% Create new dLdx_new Look up table
delta_x_m = 0.5*(x_new(3:end)+x_new(1:end-2));

delta_x = (x_new(3:end)-x_new(1:end-2));

delta_L_x = (L_new(3:end,:)-L_new(1:end-2,:));

dLdx_m = delta_L_x./repmat(delta_x',1,size(delta_L_x,2));

dLdx_f = [(L_new(2,:)-L_new(1,:))./(x_new(2)-x_new(1));dLdx_m,...
          (L_new(end,:)-L_new(end-1,:))./(x_new(end)-x_new(end-1))];

Matlab Code, for current and position simulation result

%% for position simulation result
% data
X = current_sim.time;
Y = current_sim.data(:,1);

% legend text
legendtext = 'current';

% Axes Limits
xlim([0,.02]);
ylim([0,2.5]);

% Axes Labels
xlabel('time [s]');
ylabel('current [A]');

%% for position simulation result
% data
X = position_sim.time;
Y = position_sim.data(:,1);

% legend text
Matlab Code, the optimization Matlab script function to find the minimum error for the current and position function between the valve model and the observer model.

```matlab
function optimizeL()

L_opt0 = [93, -207, 707, -135, 310, -1];

options=optimset('MaxIter',1000,'Display','iter','TolX',1e-3);

L_opt = fminsearch(@f_min,L_opt0,options);

end

function int_error = f_min(L)

% Set L1, L3, k5, k2, k3, and k4 in Simulink

L1 = L(1);
L3 = L(2);
k5 = L(3);
k2 = L(4);
k3 = L(5);
k4 = L(6);

set_param('valve_model/Subsystem2/Subsystem/Const4','Value',num2str(L3));
set_param('valve_model/Subsystem2/Subsystem1/Const4','Value',num2str(L1));
set_param('valve_model/Subsystem2/Subsystem1/Const','Value',num2str(k5));
set_param('valve_model/Subsystem2/Subsystem1/Const2','Value',num2str(k2));
set_param('valve_model/Subsystem2/Subsystem1/Const1','Value',num2str(k3));
set_param('valve_model/Subsystem2/Subsystem1/Const3','Value',num2str(k4));

sim('valve_model')

int_error = simout.Data(end);
```
% return output

end