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Abstract 
Magnetic nanoparticles (MNPs) represent one of the most promising materials as they found 

application in bionanotechnology for enhanced imaging, diagnosis, and treatment of various 

diseases. Silica improves colloidal stability and the binding affinity for various organic 

molecules and as such is used to cover iron oxide NPs. One of the strategies for improving 

the coated MNPs might be the functionalization with organic molecules, such as cell 

penetrating peptides (CPPs) since they are able to enter into the cells and can enhance the 

physicochemical properties, adding a cell penetrating feature of the MNPs.  

Classical and Enhanced Molecular Dynamics can be used to provide insight on the 

adsorption mechanism of the peptides onto the silica surface as well as the use of enhanced 

technique can provide an estimation of the free energy surfaces. In this work, a 

computational investigation on several CPPs interacting with three different silica surfaces is 

presented. Also, the use of enhanced sampling techniques is employed to highlight the 

influence of surface ionization’s state on the adsorption mechanism. Although peptide 

binding is generally moderated by the physicochemical characteristics of the adsorbing 

peptide, the introduction of such a small degree of functionality onto silica particles was 

sufficient to produce drastic changes in the peptide’s adsorption. In particular, the cationic 

peptides are strongly attracted to anionic silica surfaces by H-bond formation between 

charged residues and the negatively charged siloxide groups, as well as ion pairing between 

the surfaces and the N-termini residues. Moreover, the free energy profile of the adsorption 

mechanisms of the peptides onto the silica surfaces is provided, confirming the importance of 

a degree of ionization for selective adsorption.  
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Introduction 
The present section is devoted to a general introduction of the master thesis work, 

elucidating aims and objectives. 

The field of nanomedicine and nanoparticles (NPs) has exploded in the recent years. The 

use of NPs in the biotechnology has led to enhanced imaging, diagnosis and treatment of 

various diseases. To improve the overall stability, biocompatibility and biodegradability of the 

iron oxide NPs, several functionalization’s strategies have been developed. Among all, the 

silica coating is the most common employed method, due to its hydrophilicity, 

biocompatibility and its easy production process. The silica coating can also help in binding 

with various biological ligands, such as Cell-penetrating peptides (CPPs). The CPPs 

functionalization of the silica coating is very promising, since it would enhance the uptake of 

the NPs due to the intrinsic capability of the CPPs to cross the cellular membrane.  

In this work, an in silico approach has been employed to investigate the interactions between 

CPPs and three models of silica surfaces, employing classical molecular dynamics and Well-

Tempered Metadynamics, an enhanced sampling method. These advanced computational 

methods are used to overcome the limits of the classical molecular dynamics simulations and 

can be helpful to deeply explore the conformational space. 

The present work is arranged in chapters as follows: 

CHAPTER ONE: A brief introduction to nanomedicine and nanoparticles, with focus on 

magnetic nanoparticles and functionalization’s strategies, in particular silica coating 

advantages. As further functionalization of the silica coating, the cell-penetrating peptides are 

introduced, emphasizing the internalization mechanisms of the different classes.  

CHAPTER TWO: It represents the theoretical background of the results herein discussed. 

Molecular modelling, molecular mechanics and molecular dynamics are presented and in the 

last section, the advantages of the enhanced sampling methods are discussed, with focus on 

Metadynamics and Well-Tempered Metadynamics. 

CHAPTER THREE: The main results of this work are herein presented and discussed. The 

interactions between cell-penetrating peptides and the different silica surfaces are mainly 

driven by electrostatics. In particular, the investigation focused on the free energy profile of 

the systems with means of Well-Tempered Metadynamics techniques. 

CHAPTER FOUR: It is devoted to the general conclusion of the present work.  
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1 Biological Background 
This chapter will introduce the essential background on nanomedicine, focusing on magnetic 

nanoparticles and the silica coating strategy. The cell-penetrating peptides, as further 

functionalization, are herein introduced and discussed. 

1.1 Nanoparticles in drug design 
The application of nanotechnology to health and medicine – known as Nanomedicine – has 

grown greatly in the recent years. Indeed, nanotechnology has provided significant 

improvements in biomedical applications including diagnosis and therapy. In particular, 

nanoparticles are employed as nanocarriers for imaging and therapeutic agents (e.g. small 

molecules, proteins, peptides and nucleic acids) due to their unique physicochemical 

properties based on size, shape and surface properties. Nanomaterials are defined when at 

least one dimension of the system is less than 100 𝑛𝑚, thus possessing unique properties 

with respect to the bulk materials, such as nanoscale size, high surface to volume ratio and 

solubility. The nanomaterials range in biomedical applications includes lipids1, metals2, 

polymers3, proteins4, carbon5, silicon and silica6,7. In particular, the NPs can be classified in 

organic NPs (such as liposomes, polymeric NPs, dendrimers, etc.) and inorganic NPs (such 

as metal NPs, silica NPs, magnetic NPs). The nanoparticles have been design in the 

treatment of diseases such as diabetes, neurological disorders, cancer, etc. and have made 

it to clinical trials and regulatory approval8,9. 

The use of nanocarriers enables sustained and controlled drug release, as well as the 

protection of the payload from biological degradation. Moreover, nanoparticles have the 

potential to decrease clearance and improve accumulation of drugs in a diseased tissue, 

thereby increasing therapeutic efficacy and reducing side effects. The body contains several 

barriers that must be overcome in order to reach a precise site, such as renal clearance, 

enzymatic degradation, vascular endothelium, lysosome, etc. The nanoparticles can be 

designed to overcome these barriers, releasing their cargo in vivo. Moreover, certain 

nanoparticles have electrical and optical properties that can be exploit for therapeutic 

purposes.  

Overall, the most important features of a NP is the large surface area and the high surface-

to-volume ratio. The large surface area accounts for the high loading capacity of functional 

molecules that can also be improved by a large porosity. The small size of NPs influences 

the renal clearance, in particular, a NP smaller than 8 𝑛𝑚 will be quickly cleared by the 

kidneys, while NPs with size in the 30 − 200 𝑛𝑚 range can accumulate in tumors by the 

enhanced permeability and retention (EPR) effect10. The EPR effect is a phenomenon based 

on the fact that sane tissues have thick vessel and with less pores, in contrast to tumoral 
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tissues, which have vessel lacking basal lamina and with high porosity. Also, the surface 

properties determine the hydrodynamic size and the surface charge of the NP, as well as its 

reactivity (e.g. binding affinity). It is to mention that positive charged NPs are more toxic 

because they cause several problems, like hemolysis and platelet aggregation. Positively 

charged NPs also have shorter circulation half-life than its negative and neutral counterpart11. 

The NPs can be non-targeted or targeted. The non-targeted NPs accumulate in tumor tissue 

through the EPR effect, which results from enhanced vascular permeability and the absence 

of a functioning lymphatic system. For efficient NP accumulation, long circulation time is 

important and requires efficient particle evasion from the clearing organs (e.g. liver). The 

targeted NPs, instead, present ligands on the surface, resulting in active binding of the NPs 

to the cell surface antigens. 

The non-targeted NPs work well in solid tumors and inflamed tissue, where the leaky 

vasculature is high, but the EPR effect depends on the leaky tumor vasculature that could be 

limited in certain cancers (e.g. pancreatic cancer). 

The targeted NPs are used for tumor targeting – where the accumulation and cellular uptake 

is enhanced through receptor-mediated endocytosis – and for vascular targeting, where the 

accumulation of NPs in the vascular wall is not a function of the EPR effect, albeit the tumor 

accumulation is largely determined by the particle physiochemical properties.  

An important category of NPs is represented by the Magnetic nanoparticles (MNPs)12. Their 

main advantages are that they can be: 

 visualized by magnetic resonance imaging (MRI); 

 guided to target sites by means of an external magnetic field; 

 heated to provide hyperthermia for cancer therapy; 

 often degraded into non-toxic species in vivo; 

 coated with different shells (surface tailoring, drug carriers, active targeting, etc.) 

Due to their reduced size, the MNPs are superparamagnetic, which means that they have no 

hysteresis, much stronger magnetization, zero remanence and zero coercivity.  

The MNPs are used in a wide range of applications, such as drug targeting and delivery, 

multimodal imaging, cells labelling, contrast enhancer MRI, hyperthermia treatment, gene 

delivery, etc. They are often preferred for biomedical applications because they have 

controllable small size, comparable to those of many biological entities. 

In the last decade, several types of iron oxides have been developed for MNPs, such as 

magnetite13 and maghemite14 which are very promising candidates due to their proven 

biocompatibility.  
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1.1.1 Functionalization strategies 
The problem with MNPs is that they have a large surface-to-volume ratio, which means high 

surface energies that manifests in the aggregation of the NPs in order to minimize the 

surface energies. In fact, the naked iron oxide NPs, have high chemical activity and are 

easily oxidized in air, which leads to loss of magnetism and dispersibility. Furthermore, the 

NPs has an intrinsic toxicity that can be manifested at the molecular, cellular and tissue level. 

As a NP moves through the body, it is exposed to different biological compartments, 

including blood, extracellular matrix, cytoplasm and cellular organelles. The interactions with 

these different microenvironments may impact the function of biomolecules, cellular 

components and tissue structure, a toxic response11. 

In order to avoid agglomeration, enhance biocompatibility and biodegradability, several 

surface coating and effective protection strategies have been developed15.  

The functionalization strategies consist in grafting of (or coating with) organic molecules, 

including small organic molecules or surfactants, polymers and biomolecules; or coating with 

an inorganic layer, like silica, metal oxide or metal sulfide.  

1.1.2 Silica Coating 
The surface functionalization with inorganic materials can be classified into five categories: 

core-shell, mosaic, shell-core, shell-core-shell and dumbbell as seen in Figure 1-1. 

 

Figure 1-1 Different strategies of surface functionalization of the NPs. 

The most common compound for preparing the functionalized iron oxide NPs is the Silica. 

The silica-coated NPs have many advantages such as: 

 It provides stability to the MNPs in solution, avoiding the interparticle interactions and 

preventing agglomeration; 

 Good biocompatibility, hydrophilicity and stability; 

 The technology of preparation for size tunable composite NPs is already mature, and 

its variation of the shell thickness is relatively easy to control; 

 Silica coating helps in binding the various biological or the other ligands at the NPs 

surface for several applications. 
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These shells serve the function of stabilization of the iron oxide NPs and can be also used for 

further functionalization, likewise cell-penetrating peptides. 

1.2 Cell-Penetrating Peptides (CPPs) 
Generally, a molecule is considered peptide if it is composed by a chain of less than 50 

amino acid. Peptides are generally obtained by chemical synthesis or by recombinant DNA 

technique but some of them are naturally derived. They are essentials in several 

physiological functions: they can act as hormones, neurotransmitters, growth factors, ion-

channel ligand or anti-infective. There are about 140 peptide therapeutics currently evaluated 

in clinical trials16 thanks to their safety and tolerability but also to their production cost and 

complexity.  

The advantages of peptides include good safety, efficacy, tolerability, high selectivity and 

standard synthesis protocols. However, they also have drawbacks like tendency for 

aggregation, short half-life and chemical/physical instability. To overcome their problems, 

several techniques emerged to design the peptides and overcome their weaknesses. The 

peptides are collected into three categories17 – therapeutics peptides, immunogenic peptides 

and CPPs. The latter type has been identified in 1988, when it was discovered that the TAT 

protein, derived from human immunodeficiency virus 1 (HIV-1), was internalized by the cells 

promoting the viral activity18.  

In 1991, the same mechanism was discovered also about the homeodomain of 

Antennapedia, a homeoprotein of Drosophila melanogaster19, and three years later its 16th 

peptide of the third helix was discovered as main component of the crossing-cell mechanism 

and has been named penetratin20.  

As shown in Figure 1-2, over the past decade a lot of research has been done toward CPP 

because of its potential application. A CPP is a short chain of about 5-30 amino acids that 

can cross the cell’s membrane via energy-dependent or energy-independent mechanisms 

without the necessity of a chiral recognition by specific receptors. The CPPs can be used to 

deliver cargoes to cells, like siRNA, dsDNA, nanoparticles, proteins, liposomes, and small 

molecule drugs, through covalent or non-covalent complex formation.  
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Figure 1-2 Result by year of searching “cell penetrating peptide” on PubMed. 

There are different classifications of CPPs, based on their origin, sequence, function or their 

physical-chemical properties. The CPPs can be regrouped into three main class: cationic, 

amphipathic and hydrophobic class21.  

1.2.1 Cationic CPPs 
A cationic CPP contains a stretch of positive charges – essential for the cellular uptake – and 

its 3D structure does not lead to an amphipathic helix. This class include Tat-derived 

peptides, penetratin, and polyarginine. This peptides usually contains more than five 

positively charged amino acids and studies have shown that arginine-based peptide have a 

more increased level of cellular uptake than lysine-based peptide, suggesting that the 

presence of arginine is a crucial factor in crossing cellular membrane22. A different type of 

cationic CPPs are nuclear localization sequences (NLS), which are short cationic peptide 

based on lysine-, arginine- or proline-rich motifs that can cross the nuclear membrane 

through the nuclear pore. Most of them have few positive charges and are not very efficient. 

1.2.2 Amphipathic CPPs 
Amphipathic CPPs can be classified into primary, secondary α-helical, secondary β-sheet 

and proline-rich CPPs23. Primary CPPs are chimeric peptide obtained by covalently attaching 

a hydrophobic domain to an NLS – which is needed to enhance the cell-targeting. The 

amphipathic CPPs have showed high nuclear localization with regards to cationic CPPs24 , 

suggesting a potential nuclear drug delivery application. Secondary α-helical CPPs show 

helicoidal structure in which the hydrophilic and hydrophobic residues are grouped on 

different sides of the helix and the amphipathicity can be visualized by the graphical method 

of the helical wheel25. Some studies demonstrated that the membrane penetration into the 

cytosol – membrane translocation – is based on the helical amphipathicity and does not 

depend upon the presence of positive charges26. Secondary β-sheet CPPs show one 

hydrophilic and one hydrophobic stretch of amino acids exposed to the solvent and this 

conformation – along with water solubility – is important for the uptake of this peptides27. The 
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latter type of amphipathic CPPs, the proline-rich CPPs, contain a pyrrolidine ring which gives 

rigidity to the peptides. Several proline-rich CPPs had been synthesized, with various R-

group attached to the pyrrolidine ring.  

1.2.3 Hydrophobic CPPs 
The hydrophobic CPPs contain only nonpolar residues – which also means low net charge – 

and a hydrophobic motif or chemical group that is essential for the cellular internalization23. 

Despite the poor hydrophobic CPPs discovered – mainly because cationic and amphipathic 

CPPs where discovered first – they have a unique way to cross the membrane which is a 

spontaneous and passive energy-independent mechanism28. As well, the hydrophobic CPPs 

are classified in: peptides based on natural amino acids, stapled peptides, prenylated 

peptides and pepducins. In Table 1.1 are reported some example of cell-penetrating 

peptides. 

Table 1.1 Examples of CPPs and their sequences, origins, and physical-chemical properties 

CPP name Sequence Origin Class 

HIV-1 TAT protein, 

TAT48-60 
GRKKRRQRRRPPQ HIV-1 TAT protein Cationic 

HIV-1 TAT protein 

TAT49-57 
RKKRRQRRR HIV-1 TAT protein Cationic 

Penetratin, pAntp 

(43-58) 
RQIKIWFQNRRMKWKK 

Antennapedia 

Drosophila 

melanogaster 

Cationic 

Polyarginines Rn 
Chemically 

synthesized 

Cationic 

 

MPG GALFLGFLGAAGSTMGAWSQPKKKRKV 

HIV glucoprotein 

41/ SV40 T antigen 

NLS 

Amphipathic 

pVEC LLIILRRRIRKQAHAHSK 

Vasccular 

endothelial 

cadherin 

Amphipathic 

ARF(1-22) MVRRFLVTLRIRRACGPPRVR P14ARF protein Amphipathic 

MAP KLALKLALKALKAALKLA 
Chemically 

synthesized 
Amphipathic 

Transportan GWTLNSAGYLLGKINLKALAALAKKIL 
Chimeric galanin-

mastoparan 
Amphipathic 

p28 LSTAADMQGWTDFMASGLDKDYLKPDD Azurin Amphipathic 

C105Y CSIPPEVKFNKPFVYLI α1-Antitrypsin Hydrophobic 

PFVYLI PFVYLI 
Derived from 

synthetic C105Y 
Hydrophobic 

PEP-7 SDLWEMMMVSLACQY 
CHL8 peptide 

phage clone 
Hydrophobic 
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1.2.4 Membrane Penetration mechanisms 
The cellular uptake of CPPs is a central question for the development and designing of 

therapeutic agents for targeted cellular therapy. Still, for most CPPs the cellular uptake 

mechanism remains a mystery for studies to come. The difficulties underlying the experiment 

regard different parameters like, for example, the fluorescent dye – used to follow the CPPs 

during the translocation – which can interfere with the mechanism, but also by the nature of 

the CPPs, its secondary structure, the cargo and its electrostatic nature, and so on. 

Several studies have reported different pathways and it’s believed that all of these happen at 

the same time. For sure, the first contacts between the CPPs and the cellular membrane are 

mediated by electrostatic interaction with the proteoglycans GlucosAminoGlycan (GAG) – 

which interact with the cytoskeleton and trigger the actin remodeling29,30. The actin 

remodeling is at the base of the energy-dependent mechanism of endocytosis, which can 

follow the macropinocytosis31, the clathrin-mediated endocytosis32 or the caveolae-mediated 

uptake33. Besides endocytosis, another energy-independent route is involved – the direct 

penetration or translocation, which occurs at low extracellular concentration of the CPP in 

contrast to endocytosis34. 

Endocytosis 

Endocytosis is a physiological process by which the cells adsorb material by the 

surroundings. It is triggered by several stimulus all of which provoke the engulfment of the 

outer membrane into vesicles in an energy-dependent process.  The endocytosis routes can 

be divided into 4 subgroups: macropinocytosis, clathrin-mediated endocytosis, caveolae and 

phagocytosis35. Nevertheless, there’s to say that the markers and the endocytic inhibitors 

used to understand the uptake mechanism of a specific CPP can influence the pathway 

itself. So all these results must be taken carefully36. 

Macropinocytosis 

Macropinocytosis consists in the engulfment of the plasma membrane to form a vesicle 

(approx. 0.5-50 µm in diameter) filled with the extracellular surrounding. It is involved in the 

internalization of polyarginines and penetratin31,37 and it is considered to be the main route 

for most cationic CPPs38,39. 

Clathrin-mediated endocytosis 

Clathrin-mediated endocytosis is mediated by the production of small (approx. 100 nm in 

diameter) vesicles that have a morphologically characteristic coat made up of the cytosolic 

protein clathrin. It is considered to be the main endocytic pathway concerning the TAT 

peptide, Penetratin and other CPPs40. 



10 
 

Caveolae-mediated Uptake 

Caveolae are the most common reported non-clathrin-coated plasma membrane buds, which 

exist on the surface of many, but not all cell types. Caveolae are small (approx. 50 nm in 

diameter) flask-shape pits in the membrane. They consist of the cholesterol-binding protein 

caveolin (Vip21) with a bilayer enriched in cholesterol and glycolipids. Caveolae uptake was 

demonstrated for Tat peptide33, but it is not clear since macropinocytosis is also involved38. 

Direct penetration 

The translocation across the plasma membrane is the main mechanism if the endocytic 

inhibitors don’t affect the CPP penetration’s capability. This mechanism is mediated by the 

destabilization of the plasma membrane by the electrostatic interaction with the CPPs. 

Several theories have been proposed to explain this mechanism41. 

Inverted micelle formation 

This model was reported as the mechanism of the penetratin’s uptake42. In inverted micelle 

formation the basic residues interact with the negatively charged phospholipids forming a 

neutral complex that encapsulates the peptide in its interior43. Then, the membrane 

disruption releases the peptide into the cytosol. A recent in-silico study explained the inverted 

micelle hypothesis as a minimization of the potential energy of the peptide44. 

Pore formation model 

Speculations about the translocation of hydrophilic CPPs in an energy-independent manner 

headed to this model, which has been reported in molecular dynamics simulations and 

physiological experiments45,46. The basic idea is that the arginine-rich TAT peptide – which is 

basic and hydrophilic – spontaneously crosses the lipid membrane through the interaction 

between the phosphates group on both sides of the lipid bilayer, leading to destabilization 

and nucleation of transient pores across the membrane. This mechanism involves the 

thermal fluctuation of the membrane, which results in fluctuation of the local density, such as 

rarefaction, called a prepore. The prepores are instable and have a toroidal-like structure and 

their accumulation cause a thinning of the bilayer forming a transient pore41. 

Adaptive translocation 

This model has been proposed for the uptake of the guanidinium-rich peptide47 which are 

positively charged  and their interaction with the negatively charged phospholipids lead to the 

transient formation of a ion pair complex with attenuated polarity, able to diffuse across the 

lipid apolar bilayer.  

Endosomal escape 

Although there are numerous ways of entering the cell, the main door is represented by 

endocytosis. So, questions arise about when and how CPPs-cargo conjugates escape the 
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endosome and leak to the cytosol. The endosomal escape would involve the endosomal 

acidification which dissociate the cationic CPPs from the GAGs48. The mechanisms involving 

direct penetration are represented in Figure 1-3. 

 

Figure 1-3 Examples of the proposed mechanisms for direct translocation. (A) Inverted micelle 
formation. (B) Pore-formation. (C) Adaptive translocation. 
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1.3 Selected Cell-Penetrating Peptides  
In the present work, six cell-penetrating peptides were selected interacting with the silica surfaces 

models: 

 CADY (GLWRALWRLLRSLWRLLWRA): the CADY peptide is an amphipathic peptide 

composed by 20 amino acidic residues of aromatic tryptophan and arginine. It was 

designed to improve cellular uptake of siRNA sequences49,50. It assumes an helical 

structure inside cell membranes, exposing charged residues on one side and tryptophan 

groups that improve the cellular uptake on the other.  

 MAP (KLALKLALKALKAALKLA): the MAP peptide is an amphipathic chemically 

synthesized peptide, utilized as synthetic vaccines to produce anti-peptide antibodies51. 

Thanks to the high molar ratio of the peptide antigen to the core molecule, no carrier protein 

is needed to elicit an antibody response.   

 pAntp 43(RQIKIWFQNRRMKWKK)58: the pAntp peptide corresponds to the third helix of the 

homeodomain fragment of the Antennapedia. It is responsible for the penetration 

mechanism and characterized by seven positively charged residues52. 

 PEP (KETWWETWWTEWSQPKKKRKV): the PEP peptide is a short amphipathic peptide 

composed of hydrophobic tryptophan-rich domain and a hydrophilic lysine-rich domain 

separated by a spacer53.  

 Nona-arginine (ARG)9: The (ARG)9 peptide has been reported as the most effective 

arginine-rich peptide: at low concentration (≤ 5𝜇𝑀) (ARG)9 is internalized with an endocytic 

mechanism but at high concentration (≥ 10𝜇𝑀) can translocate. Above all, it has been 

proposed as a mechanism of action for cellular uptake the cross-linking of heparan sulfates 

and the interaction with lipid head groups51. 

 TAT (YGRKKRRQRRR): the TAT peptide is a short, highly basic and unstructured N-

terminal sequence, necessary for the uptake mechanism. The TAT peptide derived from 

nuclear transcription activator TAT of human immunodeficiency virus-1. A novel study has 

designed and synthesized two conjugates of the TAT peptide attaching the camptothecin 

(CPT) to the N-terminus. These conjugates (TAT-CPT and TAT-2CPT) could kill cancer via 

membrane disruption – which is a mechanism found in antimicrobial peptides – and via 

releasing of CPT54. 
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2 Materials and Method 
This chapter is devoted to a general introduction of the molecular modeling, introducing to 

molecular dynamics and enhanced sampling techniques, such as Metadynamics and Well-

Tempered Metadynamics. 

2.1 Introduction to Molecular Modeling  
A model is a representation of a system which permits to describe a natural phenomenon by 

solving the mathematical equations underneath. In such way, it is possible to represent 

different aspects of the reality, their interactions and their dynamics. All science fields make 

uses of mathematical models in order to analyze, comprehend and quantify such 

phenomena. In this context, the molecular modeling is a fast emerging area, used for the 

modeling and simulation of biological systems through computational techniques. It has a 

wide range of applications in various disciplines of engineering sciences, such as materials 

science, chemical engineering, biomedical engineering, etc.  

Molecular modeling make use of the quantum mechanics, molecular mechanics, 

minimization, simulations, conformational analysis and any theoretical or computational 

technique that provides insight into the behavior of molecular systems. Nowadays, the 

molecular modeling has exponentially grown thanks to tremendous improvements in 

computer hardware and software, making it possible to simulate biological systems 

consisting of huge number of molecules. As so, the most detailed analysis of a biological 

system would start at the quantum level, with each electron-electron interaction in the system 

being considered separately. This would require the solving of the Schrödinger equation 

(known as an ab initio calculation) and quantum mechanical simulations usually exploit some 

simplified model of the interactions between electrons. However, this approach is not feasible 

for biological systems larger than 100/1000 atoms.  

Among all computational methods, the Molecular Dynamics (MD) is a powerful tool of 

investigation of biomolecular systems. Indeed, at the molecular level the system is defined in 

terms of interactions between atoms and ions, which are modulated by hydrogen bonding, 

electrostatics, van der Waals interactions, and deformation of chemical bonds. By simply 

solving the Newton’s laws, MD provide as a result the trajectory of the systems, in terms of 

positions and velocities of the particle.  

2.2 Molecular Mechanics 
In order to solve the Newton’s laws, the potential energy function must be defined. The 

Molecular Mechanics (MM) method allows the modeling of very large molecules, such as 
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proteins and segments of DNA by setting up a simple algebraic expression for the total 

energy of a compound.  

The MM method model the interactions within the systems as several contributions – like 

stretching of bonds, rotations about bonds, and treats the atoms as spheres and bonds as 

springs, neglecting the electronic motions (Born-Oppenheimer approximation) without which 

it would be impossible to write the energy as function of the nuclear coordinates.  

The set of equations and parameters used to define the potential energy function 𝑉 is known 

as force field.  

2.2.1 The Potential Energy function 
In MD simulations, the force field parameters model all the interactions between bonded 

atoms and non-bonded pairs by deriving the force from the potential energies 𝑉. In particular, 

the energy surface for a molecular system of N atoms as functions of the positions is given 

by: 

 𝑉(𝑟𝑁) = 𝑉𝑏𝑜𝑛𝑑𝑒𝑑 + 𝑉𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑   (2.1) 

The bond and non-bonded contributions are treated separately and each term can be 

modelled in a different way, depending on the simulation settings. The bonded interactions 

model the bond lengths, the angle and the rotation of bonds or movements of atoms relative 

to each other. Instead, the non-bonded interactions models the contributions between all 

pairs of atoms that are in different molecules or that are separated by at least three bonds. 

So, the terms in equation 2.1 can be written as: 

         𝑉𝑏𝑜𝑛𝑑𝑒𝑑 = 𝑉𝑏𝑜𝑛𝑑𝑠 + 𝑉𝑎𝑛𝑔𝑙𝑒𝑠 + 𝑉𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 (2.2) 

 𝑉𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 = 𝑉𝑣𝑎𝑛 𝑑𝑒𝑟 𝑊𝑎𝑎𝑙𝑠 + 𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 (2.3) 

2.2.2 Treatment of bond and non-bond interactions 
Depending on the choice of the force field, the terms in equation 2.1 can be modeled using 

different algebraic expression. One functional form for such a force field is: 

 

𝑉(𝑟𝑁) = ∑
𝑘𝑙

2
(𝑙𝑖 − 𝑙𝑖,0)

2

𝑏𝑜𝑛𝑑𝑠

+ ∑
𝑘𝜃

2
(𝜃𝑖 − 𝜃𝑖,0)

2

𝑎𝑛𝑔𝑙𝑒𝑠

+ ∑ 𝑘𝜙(1 + cos(𝑛𝜙 − 𝛿))

𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

+ ∑ ∑ (4𝜖𝑖𝑗 [(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

] +
𝑞𝑖𝑞𝑗

4𝜋𝜖𝑜𝑟𝑖𝑗
)

𝑁

𝑗=𝑖+1

𝑁

𝑖=1

 

(2.4) 

The first term in equation 2.4 models the interaction between pairs of bonded atoms, 

modelled as an harmonic potential with stiffness 𝑘𝑙 that gives the increase in energy as the 
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bond length 𝑙𝑖 deviates from the reference value 𝑙𝑖,0. The second term is a summation over 

all valence angles in the molecule, using also an harmonic potential with stiffness 𝑘𝜃, where 

a valence angles is defined as the angle formed between three atoms and 𝜃𝑖,0 is the bond 

angle at equilibrium. The third term is a torsional potential that models how the energy 

changes as a bond rotates and its energy is here modelled as a series of cosines: 𝑘𝜙 is the 

energetic barrier related to angle deformation, 𝛿 is the phase that determines the minimum 

position for the torsional angle 

The non-bonded interactions are represented by the fourth and fifth term in equation 2.4. The 

non-bonded interactions do not depend upon a specific bonding relationship between atoms, 

and they are modelled by a function of some inverse power of the distance and includes two 

components: Van der Waals forces and Electrostatic interactions.  

The Van der Waals interactions account for derivations from ideal gas behavior and are here 

modeled with the Lennard-Jones equation. It incorporates a repulsive term (4𝜖𝑖𝑗 (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

) and 

an attractive term (4𝜖𝑖𝑗 (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

) where 𝜎𝑖𝑗 are the collision diameters (minimum distance to 

which the interaction potential is zero), 𝑟𝑖𝑗 is the distance between atom 𝑖 and atom 𝑗 and 𝜖𝑖𝑗 

is the depth of the potential well at which the attraction is at a maximum.  

The Electrostatic interactions are described by the Coulomb’s law, where 𝜖0 is the vacuum 

permittivity. This type of interaction is defined as long-range interaction, because the energy 

decreases as the distance between two atoms decreases.  

Non-bonded interactions grow with the square number of system’s particles, thus requiring a 

high computational cost. To overcome this phenomenon, one can define a distance cut off or 

several other tricks, such as Particle Mesh Ewald55, Reaction Field, Multipole Cells56. Also 

the Periodic Boundary Condition (PBC) are introduced to avoid problems with boundary 

effects caused by finite size, and make the system more like an infinite one, at the cost of 

possible periodicity effects. 

2.2.3 Periodic Boundary Conditions 
The periodic boundary conditions57 are very useful to minimize the edge effects and allows 

performing simulations of bulk systems with a smaller number of particles. The PBC are 

desired for simulating a solid crystal, representing its unit cell. For what concerns liquids or 

solutions, the PBC will introduce errors if not set right. In the periodic boundary conditions, 

particles are placed in a simulation box – which can have different shapes – and are 

surrounded by infinite replicas, thus mimic the bulk systems. In this way, there are no 
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boundaries of the system and an atom leaving the system on the left will reenter from the 

right, as in Figure 2-1. 

 

Figure 2-1 2D periodic boundary conditions (PBC) scheme. 

It is to notice that in order to avoid a particle interacting with itself, the Minimum Image 

Convention should be taken into account when choosing a distance cutoff for the long-range 

interactions. Other approaches such as Particle Mesh Ewald, Reaction Field and Multipole 

cells can overcome these problems, avoiding the discontinuities introduced by cutoff. 

2.2.4 Potential Energy Minimization 
The use of computational techniques require performing a geometry optimization as first 

step. Indeed, the potential energy function is a multidimensional function of the molecular 

system coordinates where the minimum points correspond to stable states of the system. 

Hence, the methods of geometry optimization aims to find the local minima of the potential 

energy surface (PES). The energy minimization algorithms are classified in two groups: 

derivative and non-derivative methods.  

The non-derivative methods require energy evaluation only and acts changing the 

coordinates of the atoms in order to find an energy minimum. The Simplex algorithm 

represents one of these methods.  

The derivative methods can be further divided in two classes: First order and Second order 

derivative methods. The first order derivative methods – such as Steepest Descent and 

Conjugate Gradient – calculates the direction of the first derivative of the energy, which 

indicates where the minimum lies, and its magnitude indicates the steepness of the local 

slope. The second order derivative methods – such as Newton Raphson or L-BFGS – takes 
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into account the Hessian matrix of the energy function, providing information about the 

curvature of the PES. 

2.3 Molecular Dynamics 
As said before, the MD provide the trajectory of the systems of 𝑁 particles, in terms of 

positions, velocities and forces by solving the Newton’s laws: 

 
𝑚𝑖

𝜕2𝑟𝑖

𝜕𝑡2
= 𝐹𝑖    (2.5) 

Where 𝑚𝑖 and 𝑟𝑖 represent the mass and the position of the ith particle of the system (𝑖 =

1 … 𝑁) respectively and 𝐹𝑖 are the forces that can be expressed in terms of the potential 

energy: 

 
𝐹𝑖 = −

𝜕𝑈(𝑟𝑖, … . , 𝑟𝑁)

𝜕𝑟𝑖
    (2.6) 

2.3.1 Statistical Ensemble 
The macroscopic physical properties can be divided into static equilibrium properties (e.g. 

average potential energy, radial distribution function) and non-equilibrium or dynamic 

properties (e.g. the dynamics of phase changes, diffusion processes). 

Inferring the macroscopic physical properties of a system require the necessity to generate a 

representative statistical ensemble at a given temperature which delineates all the accessible 

physical states of a molecular system. Overall, a molecular system is defined in a 

multidimensional space – called phase space: the state of a system containing 𝑁 atoms is 

described by 6𝑁 coordinates (three coordinates of position and three components of 

momentum). Hence, a statistical ensemble is a collection of all possible system 

configurations that have different microscopic state but identical macroscopic or 

thermodynamic state. In particular, a set of four ensemble is defined: 

 The Micro-Canonical Ensemble (𝑁𝑉𝐸) – characterized by fixed volume, energy and 

number of particles;  

 The Canonical Ensemble (𝑁𝑉𝑇) – characterized by fixed volume, temperature and 

number of particles; 

 The Isobaric-Isothermal Ensemble (𝑁𝑃𝑇) – characterized by fixed pressure, 

temperature and number of particles; 

 The Grand Canonical or Gibbs ensemble (𝜇𝑉𝑇) – characterized by fixed volume, 

temperature and chemical potential.  
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The MD simulations are able to sample the phase space and the generated ensemble such 

that it is able to calculate the ensemble average of the macroscopic property by integrating 

over all the possible configurations of the system: 

 
< 𝐴 >𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒= ∬ 𝐴(𝑝𝑁 , 𝑞𝑁)𝜌(𝑝𝑁, 𝑞𝑁)𝑑𝑝𝑁𝑑𝑞𝑁   (2.7) 

Where 𝑝𝑁 are the coordinates of the N particles of the system, 𝑞𝑁 are their momenta, 

𝐴(𝑝𝑁 , 𝑞𝑁) is the property of interest and 𝜌(𝑝𝑁 , 𝑞𝑁) is the probability density of the ensemble, 

expressed in terms of a Boltzmann distribution as: 

  
𝜌(𝑝𝑁 , 𝑞𝑁) =

1

𝑄
𝑒

𝐻(𝑝𝑁,𝑞𝑁)
𝑘𝐵𝑇    (2.8) 

Where 𝐻 is the Hamiltonian, 𝑘𝐵 the Boltzmann constant, 𝑇 the temperature and 𝑄 is the 

partition function of the system, defined as follow in equation 2.9: 

 
𝑄 = ∬ 𝑑𝑝𝑁𝑑𝑞𝑁𝑒

−
𝐻(𝑝𝑁,𝑞𝑁)

𝑘𝐵𝑇    (2.9) 

The partition function designate the normalize sum of the Boltzmann factor of all microstates. 

It is also extremely important since all the macroscopic properties can be written as a 

function of the partition function; it correlates the microscopic and the macroscopic states but 

the analytical solution is merely impossible because it is extended at all the states of the 

system.  

Nonetheless, under the ergodic hypothesis this issue can be addressed. In fact, it states that 

over long periods of time, the time-average of a certain physical property represents the 

ensemble-average of the same property, which means: 

 < 𝐴 >𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒=< 𝐴 >𝑡𝑖𝑚𝑒 
 

  (2.10) 

 
< 𝐴 >𝑡𝑖𝑚𝑒= lim

𝜏→∞

1

𝜏
∫ 𝐴(𝑝𝑁(𝑡), 𝑞𝑁(𝑡))𝑑𝑡 ≈

1

𝑀
∑ 𝐴(𝑝𝑁 , 𝑞𝑁)

𝑀

𝑡=1

𝜏

𝑡=0

 (2.11) 

Where t is the simulation time, M is the number of time steps in the simulation and 

𝐴(𝑝𝑁(𝑡), 𝑞𝑁(𝑡)) is the instantaneous value of the calculated property. 

2.3.2 Implementation Scheme 
As described in equation 2.5 and equation 2.6, the MD aims to solve Newton’s equations of 

motion and several numerical integration algorithms have been developed to overcome the 

complex form of the potential energy function. All these algorithms are based on the Taylor 

expansions of positions, such as the Verlet algorithm, the Leap-frog algorithm or the Velocity 

Verlet58.  
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An important choice is the integration time-step (expressed in fs) that accounts for the 

instability issues and the incorrect sampling of the phase space. A good time step should be 

smaller than 1/10𝑡ℎ of the fastest harmonic oscillator.  

The implementation scheme of a MD simulation is represented in Figure 2-2.  

 

Figure 2-2 MD flowchart: starting from initial position and velocity, the initial potential is calculated. Then the 
algorithm calculates the forces. Thus, new positions and velocity are generated and the cycle continues for 

a certain number of steps. 

The initial atoms velocities 𝑣0 are generated randomly from a Maxwell-Boltzmann distribution 

at a given temperature, while the initial atoms positions 𝑟0 are known from experimental data 

(e.g. Protein Data Bank). So, the simulation proceeds computing the initial potential, then the 

forces, the new positions and velocities until the equilibrium state is reached and the 

macroscopic properties are calculated as function of time. 

2.4 Enhanced Sampling Techniques 
The MD simulations have grown a lot in the recent years, allowing the study of several 

biological system: from small molecules to large protein complexes in a solvated 

environment. Nonetheless, the MD simulation are affected by two major drawbacks, which 

are related to the high computational costs – due to the number of interacting particles – and 

to the rough energy landscape which cause the system to be trapped in a local minimum with 

no possibility to explore other minima due to high energy barriers.  
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To address these issues, the Enhanced Sampling techniques59 have emerged. The 

Enhanced Sampling techniques belong to 4 general classes: 

1. Coarse-graining: reduce the number of degrees of freedom, preserving the relevant 

physics; 

2. Biasing: adapts interactions to reduce phase space and/or smoothen the free energy 

landscape; 

3. Jumping: exchanges snapshots between conditions to overcome barriers; 

4. Multiscaling: reduce detail in the surroundings leading to effective interactions. 

For what concerns the Biasing class, example of enhanced sampling algorithm are Replica-

Exchange, Simulated Annealing, Umbrella Sampling and Metadynamics. 

The idea of the Replica-Exchange (REMD) is to run multiple independent MD simulations 

with different values of a specific exchange variable (such as temperature) and at certain 

time intervals, a system state exchange based on an acceptance criterion is attempted. By 

doing so, the hope is to overcome the energy barriers on the potential energy surface, 

allowing a wide exploration of the conformational space.  

The Simulated Annealing algorithm involves a dynamic range of temperature throughout the 

simulation. In particular, the temperature starts from high values and decrease to the 

reference value: higher temperatures help the system to overcome metastable states, 

reaching other minima configurations and sampling all the possible stable conformations of 

the studied molecules. 

The Umbrella Sampling method generates a series of configurations along a reaction 

coordinate 𝜁, which are run in independent simulations each of one is biased with an 

umbrella biasing potential. In this way, one can force the system to explore only a predefined 

region of the space and combining the simulation through the Weighted Histogram Analysis 

information about the Potential Mean Force can be extracted. 

2.4.1 Metadynamics 
Metadynamics (METAD)60 belong to a subclass of the Enhanced Sampling techniques in 

which sampling is facilitated by the introduction of an additional bias potential (or force) that 

acts on a selected number of degrees of freedom, referred as collective variables (CVs). 

Other methods that belong to the same class are umbrella sampling, adaptive force bias or 

steered MD.  

The METAD simulation introduces an external history-dependent bias potential, written as 

function of few selected CVs and added to the Hamiltonian of the system. This potential take 

forms as a series of Gaussians deposited along the system trajectory in the CVs space, in 

order to force the system to explore different configurations.  
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Let 𝑆 be a set of 𝑑 functions of the microscopic coordinates 𝑅 of the system: 

 𝑆(𝑅) = (𝑆1(𝑅), … , 𝑆𝑑(𝑅))   (2.11) 

At time 𝑡, the metadynamics bias potential can be written as: 

 
𝑉𝐺(𝑆, 𝑡) = ∫ 𝑑𝑡′𝜔exp (− ∑

(𝑆𝑖(𝑅) − 𝑆𝑖(𝑅(𝑡′)))
2

2𝜎𝑖
2 )   

𝑑

𝑖=1

𝑡

0

   (2.12) 

Where 𝜔 is an energy rate and 𝜎𝑖 is the width of the Gaussian for the 𝑖th CV. The energy rate 

can be expressed as a Gaussian height 𝑊 and a deposition stride 𝜏𝐺: 

 
𝜔 =

𝑊

𝜏𝐺
   (2.13) 

The effect of the 𝑉𝐺 is to push the system away from local minima into visiting new regions of 

the phase space. Furthermore, in the long time limit, the bias potential converges to minus 

the free energy as a function of the CVs: 

 𝑉𝐺(𝑆, 𝑡 → ∞) = −𝐹(𝑆) + 𝐶   (2.14) 

Where 𝐶 is an irrelevant additive constant and 𝐹(𝑆) is the free energy, defined as: 

 
𝐹(𝑆) = −

1

𝛽
ln (∫ 𝑑𝑅 𝛿(𝑆 − 𝑆(𝑅))𝑒−𝛽𝑈(𝑅)   (2.15) 

Where 𝛽 = (𝑘𝐵𝑇)−1, 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature of the system and 

𝑈(𝑅) the potential energy function. 

The metadynamics method has many advantages, because not only accelerates the 

sampling of rare events by pushing away the system from local minima, it also requires no a 

priori knowledge of the landscape and allows the exploring of new reaction pathways. In 

Figure 2-3 is shown the metadynamics pseudo-code based on MD simulations. 
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Figure 2-3 Metadynamics pseudo-code. 

2.4.2 Well-Tempered Metadynamics 
The METAD simulations are also affected by two important problems. The first is the choice 

of an appropriate set of CVs, which is very trivial and depends on the system. The second 

issue regards the fact that in a single run 𝑉𝐺 does not converge modulo a constant to the free 

energy, but oscillates around it. This leads to the system being pushed toward high-energy 

regions of the CVs space. The last problems is due to the adding of Gaussian of constant 

height through the course of the simulation, so it is solved with the Well-Tempered 

Metadynamics (WTMetaD)61. 

In WTMetaD, the height of the Gaussian is decreased with simulation time according to: 

 𝑊 = 𝑊0𝑒
−

𝑉𝐺(𝑆,𝑡)
𝑘𝐵∆𝑇  (2.16) 

Where 𝑊0 is the initial Gaussian height, ∆𝑇 an input parameter with a dimension of a 

temperature and 𝑘𝐵 the Boltzmann constant. With this rescaling of the Gaussian height, the 

bias potential smoothly converges in the long time limit, but it does not fully compensate the 

underlying free energy: 

 
𝑉𝐺(𝑆, 𝑡 → ∞) = −

∆𝑇

𝑇 + ∆𝑇
𝐹(𝑆) + 𝐶   (2.17) 

Where 𝐶 is an immaterial constant and 𝑇 the system’s temperature. In the long time limit, the 

CVs thus sample an ensemble at a temperature 𝑇 + ∆𝑇 which is higher that the system 

temperature 𝑇. The parameter ∆𝑇 can be chosen to regulate the extent of the free energy 
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exploration: ∆𝑇 = 0 corresponds to standard MD, ∆𝑇 → ∞ to standard METAD. The setting of 

the ∆𝑇 is imposed by the setting of the biasfactor, defined as the ratio between the 

temperature of the CVs and the system’s temperature: 

 
𝛾 =

𝑇 + ∆𝑇

𝑇
   (2.18) 

So, this last feature of the WTMetaD allows limiting the exploration of the CVs space only to 

regions of reasonable free energy. Indeed, by tuning the biasfactor according to the height of 

the typical free-energy barrier, one will avoid overcoming barriers that are much higher than 

that. 

To recover the free energy profile of the biased simulation, a reweighting scheme is 

applied62. The weight of each configuration is given by equation (3.1):   

 𝜔(𝑅) ∝ 𝑒𝛽(𝑉(𝑠,𝑡)−𝑐(𝑡)+𝑉𝑤𝑎𝑙𝑙(𝑠))    (2.19) 

Where 𝑉(𝑠, 𝑡) is the constructed bias potential (s is the value of the CV at a given time t),  

𝛽 = 1/𝑘𝑏𝑇 where 𝑘𝑏 is the Boltzmann constant and 𝑇 is temperature.  𝑉𝑤𝑎𝑙𝑙(𝑠) is the bias due 

to the application of the upper wall and lower wall bias, and 𝑐(𝑡) is the reweighting factor, a 

time dependent offset bias calculated as: 

 
𝑐(𝑡) =

1

𝛽
log (

∫ 𝑑𝑠 𝑒−𝛽𝐹(𝑠)

∫ 𝑑𝑠 𝑒−𝛽𝐹(𝑠)+𝑉(𝑠,𝑡)
) (2.20) 

 

 
𝛽𝐹(𝑠) = −

𝛾𝑉(𝑠, 𝑡)

𝑘𝑏∆𝑇
+ log (∫ 𝑑𝑠 𝑒

𝛾𝑉(𝑠,𝑡)
𝑘𝑏∆𝑇 ) (2.21) 

 

Where ∆𝑇 is the hills temperature, 𝛾 =
𝑇+∆𝑇

𝑇
 is the bias factor.
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3 Cell-penetrating peptides adsorption on silica 
surfaces 

In this chapter the adsorption mechanisms of cell-penetrating peptides onto silica surfaces is 

investigated by classical and enhanced molecular dynamics. Silica surfaces differ for 

ionization’s state. Results suggest that the degree of surface ionization is fundamental in 

determining the strength of this interaction, quantified by free energy estimations. 

3.1 Introduction 
There are many reasons to account silica interaction with biomolecules. For instance, oxygen 

and silicon are the most abundant atomic species in the Earth’s crust63, forming numerous 

silica and silicate minerals. Silicon dioxide SiO2, referred to as silica, is a solid compound, 

which appears in the form of crystalline minerals (principally quartz) and amorphous 

allotropic forms. Silica range of applications goes from making of glass, abrasives, filler for 

tires, catalysts supports to cosmetic, chromatography, biosensors and drug delivery. In the 

field of nanomedicine, the silica has been investigated as functionalization strategy of organic 

and inorganic nanoparticles. As a matter of facts, the intrinsic properties of the silica (high 

biocompatibility, optical transparency, chemical and colloidal stability, tunable porosity, easy 

surface modifications) prove its remarkable potential in biomedicine64. The silica coating of 

nanoparticles has been widely investigated since enhances the colloidal properties. Several 

studies have reported how the use of silica coating it’s able to overcome the physicochemical 

limitations that the colloidal particles will be likely to encounter, such as low stability, high 

chemical reactivity and undesired aggregation processes65–67. The remarkable stability of the 

silica sols allows cations and positively charged molecules to be tightly attached to the 

polymeric silicate layer, at silica-water interfaces, under basic conditions68, conferring both 

steric and electrostatic protection on the NPs cores and acting as dispersing agent of many 

electrostatic colloids. In addition, the silica coating leave subsequent space for further 

functionalization, allowing the NP to acquire theranostics features.  

The physicochemical nature of the solid surface determines the kind of protein preferentially 

adsorbed, as well as the strength of the bond. Silica functionalities are mainly surface silanol 

groups (SiOH) and they interact with the polar groups of proteins. In this context, it is 

interesting to investigate the silica complex with cell-penetrating peptides (CPPs).  

It is important to maintain the right conformation of the peptide in the adsorption process in 

order to enhance the cellular uptake of the NP. The CPPs are short chain of amino acid 

residues that enter the cell in a natural way helping facilitate the uptake of small and large 

biomolecules. In general, their composition is made up of a high relative abundance of 



25 
 

positively charged amino acids (lysine or arginine) or of alternating sequences of 

polar/charged and non-polar/hydrophobic residues. Several translocation mechanisms have 

been proposed to highlight the cellular uptake, but no real consensus has been achieved. In 

particular, three main mechanisms are defined: translocation through the formation of 

transient pores, direct penetration in the membrane and endocytosis-mediated pathway.  

Nonetheless, the penetration mechanism depends upon the CPP and has yet to be 

completely defined. However, they have several applications in medicine as drug delivery 

agents and are used in the treatment of cancer as well as contrast agent for cell labelling. 

Thus, they can be used to design a magnetic nanoparticle, such as iron oxide NPs and their 

inorganic silica coating.  

The specificity and strength of surface-peptide interactions has been attributed to the 

chemical nature of the surface, as well as the structure and conformation of the peptides and 

the surface-water interactions69. Above all, chemical bonding, hydrogen bonding, 

hydrophobic bonding and van der Waals forces are responsible for the adsorption 

mechanism70.  

The use of molecular dynamics simulations has been recognize to be helpful in the challenge 

of calculating protein structure on surface71,72. In particular, previous studies have been 

investigating the relation between peptides and silica surfaces by means of molecular 

dynamics and enhanced sampling techniques73–78, elucidating the role of the electrostatic 

interactions on peptide-surface adsorption mechanism.  

In this work, molecular dynamics and enhanced sampling techniques are employed to 

investigate the adsorption’s mechanism of six CPPs onto three silica surfaces differing in the 

surface ionization’s degree.  
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3.2 Materials and Methods 

3.2.1 Preparation of the Amorphous Silica Surfaces 
The silica surfaces have been downloaded by the Surface Model Database79, in which 

several silica surfaces with full range of variable surface chemistry and pH (Q2, Q3, Q4 with 

adjustable degree of ionization) and a silica force field – that well correlates the experimental 

data – can be found. The characterization of silica surfaces has involved X-ray Photoelectron 

Spectroscopy (XPS)80, Fourier Transform Infrared Spectroscopy (FTIR), Time-of-Flight 

Secondary Ion Mass Spectrometry (ToF-SIMS), Extended X-ray Absorption Fine Structure 

(EXAFS), Sum Frequency Generation Spectroscopy (SFG), solid state NMR81, contact 

angle82, zeta potential measurements80 and potentiometric titration82,83. 

These techniques can identify silicon environments on the nanoparticle surface (Q4, Q3, Q2, 

Q1 and Q0) including the total density of silanol groups and sodium siloxide groups per 

surface area.  As reported in Table 3.1, the majority of silica nanoparticles and porous 

glasses can be approximated as Q3 silica surface. Indeed, large nanoparticles of quartz at 

high pH in hydrated environments contain Q2 surface environments – which consists of two 

silanol groups per superficial silicon atom (=Si(OH)2) and mixed Q2/Q3 surface environments; 

silica surface after thermal treatment are distinguished by a higher proportion of Q4 

environments – which means siloxide bridges without silanol groups. As a matter of fact, 

most silica glasses and medium size nanoparticles are characterised by a 70-90% Q3 

environments on the surface (≡Si(OH)) – one silanol group per superficial silicon atom. 

Therefore, the type and area density of silanol groups thus depends on the particle size, 

thermal pre-treatment, synthesis protocol, humidity, etc. 

Thereby, three variants of Q3 surfaces types were selected: a Q3 surface with 4.7 silanol 

groups per nm2 (0% degree of ionization) – named SiOH; a 4.7 SiO(H,Na) per nm2 and 0.42 

SiO-Na+ per nm2 (9% degree of ionization) – named 9SiO(H,Na) –  and a 4.7 SiO(H,Na) per 

nm2 and 0.84 SiO-Na+ per nm2 (18% degree of ionization) – named 18SiO(H,Na). The 

INTERFACE force field79 has been employed for the surface topology. In Table 3.1 are 

shown the different model of silica surfaces in different conditions.  

The models of the selected silica surfaces are visible in Figure SI 1. 
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Table 3.1 Guidelines of Silica Model for a known Silica substrate79 

3.2.2 Preparation of the Cell-Penetrating Peptides Models 
The pAntp and TAT were 24 extracted from the Protein Data Bank (PDB ID: 1OMQ84, and 

1TAC respectively). The remaining peptides, (ARG)9, CADY, Pep and MAP, were built by 

the PEP-FOLD 3 server85. The CHARMM3686 force field was employed to define the 

peptides topologies, since it has been demonstrated that INTERFACE and CHARMM force 

fields are compatible and can be used together79. The chosen peptide are shown in Figure 

3.1 

 

Figure 3.1 Selected cell-penetrating peptide. A) CADY; B) MAP; C) pAntp; D) PEP; E) (ARG)9; F) TAT 

Type of silica substrate 1. Area density of 
silanol groups 

2. Ionization to  
(SiO– M+)a 

3. Surface 
topography 

Quartz surfaces, silica 
nanoparticles >200 nm size, 
silica at pH > 9 

Q2 and Q2/Q3 

(9.4 to 4.7 per nm2) 

pH 2: ~0 per nm2 

pH 5: ~0.5 per nm2 

pH 7: ~1.0 per nm2 

pH 9: ~1.5 per nm2 

Substrate-
specific: smooth, 

rough, 

porous 

Most silica glasses, porous 
silica, silica nanoparticles <200 
nm size 

Q3 

(4.7 per nm2) 

pH 3: ~0 per nm2 (0%) 

pH 5: ~0.3 per nm2 (6%) 

pH 7: ~0.6 per nm2 (13%) 

pH 9: ~0.9 per nm2 (20%) 

Silica surfaces and nanoparticles 
annealed at 200-1000 °C 

Q3/Q4 and Q4 

(4.7 to 0 per nm2) 

pH 4: ~0 per nm2 

pH 7: 0-0.6 per nm2 depending on 
Q3 content 
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3.2.3 System Setup and Configuration 
Based on the model described above, twelve molecular systems were set up, each 

consisting of a CPP interacting with one of the two silica surfaces. The centre of mass (COM) 

of each CPP was placed at about 2 nm from the surface COM, as shown in Figure 3.2. Each 

system was placed in a rectangular box of 6 nm x 6 nm x 8 nm and explicitly solvated – the 

number of interacting particles is reported in Table 3.2. The TIP3P87 model was adopted to 

describe water topology. Ions were added to neutralize the system charge. 

 

Figure 3.2 Visual inspection of the system peptide-silica surface.  Water was removed for clarity. The Si 
atoms are represented in yellow, the O atoms in red and the H atoms in white. 

Table 3.2 Charge and number of molecules for each CPP-surface system. 

  Silica Surface Q3 0% Silica Surface Q3 9% Silica Surface Q3 18% 

 Peptide 

Charge 

# Water 

Molecules 

# Total 

Atoms 

# Water 

Molecules 

# Total 

Atoms 

# Water 

Molecules 

# Total 

Atoms 

CADY +5 8422 27845 8415 27824 8396 27769 

MAP +5 8459 27872 8452 27851 8433 27796 

pAntp +7 8450 27875 8443 27854 8424 27799 

PEP +3 8437 27900 8430 27879 8411 27824 

(ARG)9 +9 8477 27843 8470 27822 8451 27767 

TAT +8 8482 27874 8475 27853 8456 27798 
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3.2.4 Molecular Dynamics 
All the simulated systems were first minimized by means of the Steepest Descent energy 

minimization88, then equilibrated in an NVT ensemble for 100 ps (T=300 K), by means of the 

V-rescale algorithm89 ( dt=2 fs, τ=0.1). Then, an equilibration in an NPT ensemble for 100 ps 

was carried out, adopting the Berendsen90 isotropic barostat  and the V-rescale thermostat. 

The isothermal-isobaric ensemble simulations were conducted applying position restraint on 

both the CPP backbone and the surface Si atoms (force constant of 1000 kJ mol-1 nm-2). 

Finally, a 100 ns long MD simulation was performed on each system, using the Noose-

Hoover91  and the Parrinello-Rahman92 as temperature and pressure coupling respectively. 

The LINCS 93 algorithm was used to constraint hydrogen bond. Electrostatic interactions 

were calculated with the Particle-Mesh Ewald55 method with a short range cut off of 1.2 nm. 

The same cut off was employed to treat the Van der Waals interactions. All systems were 

periodic in x, y and z dimensions.  Trajectory were collected every 10 ps. The peptide-

surface distance was tracked with PLUMED 2.4.194 and a restraining potential was applied 

on the distance component (x, y, z) in order to limit the region of the phase space accessible 

during simulation (K=1000 kJ/mol), so that the peptide was forced to explore the top of the 

surface.  

All MD simulations were performed using GROMACS 5.195 package while the Visual 

Molecular Dynamics (VMD)96 software was employed for visual inspection of the simulated 

systems. Analysis of the Secondary Structure were performed applying both the Dictionary of 

Protein Secondary Structure (DSSP)97 and the STRIDE web server98.  

3.2.5 Metadynamics 
Following the NPT equilibration, metadynamics simulations were carried out on each system 

in order to define the binding free energy of each peptide with the silica surfaces. The Well-

Tempered Metadynamics (WTMetaD)61 was employed. The collective variable (CV) biased 

was the distance between the peptide COM and the surface COM in order to sample the free 

energy landscape. The Gaussian height was set to 1 kJ mol-1, the bias factor was set to 3 for 

the CPPs-SiOH, to 7 for the CPPs-9SiO(H,Na) systems and to 12 for the CPPs-18SiO(H,Na) 

systems, the Gaussian deposition rate was set to 1 hill/ps for all the metadynamics 

simulations as in other studies76. The Gaussian width σ was set to 0.05 nm and its value was 

computed as half of standard deviation of the unbiased CV99. In Table 3.3 are summarized 

the former parameters for each system. An harmonic restraint was applied on the distance 

between the CPP and the silica substrate in all directions (k=5000 kJ mol-1 for the SiOH 

surface; k=10000 kJ mol-1 for the 9SiO(H,Na) and 18SiO(H,Na)) to promote the accelerated 

sampling of the region of interest.  
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The free energy was recovered by applying the reweighting scheme described in the 

Materials and Method chapter. These weights were used to estimate the free energy 

obtained as the natural logarithm of the sum of weight in each bin. The grid spacing was set 

as 1/5 of the Gaussian width 𝜎 which is reasonable for most applications. 

All the WTM simulations were computed using GROMACS 5.195 package and the PLUMED 

2.4.394 open-source plug-in.  

Table 3.3 Bias Factor and Gaussian width value for each metadynamics simulation. 

 Silica Surface Q3 0% Silica Surface Q3 9% Silica Surface Q3 18% 

 

Bias 

Factor 

(BF) 

Gaussian 

width (σ) 

Total 

simulation 

time 

Bias 

Factor 

(BF) 

Gaussian 

width (σ) 

Total 

simulation 

time 

Bias 

Factor 

(BF) 

Gaussian 

width (σ) 

Total 

simulation 

time 

CPPs 3 0.05 150 ns 7 0.05 250 ns 12 0.05 250 ns 
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3.3 Results 

3.3.1 Molecular Dynamics Results 
The overall stability of the systems, calculated as the RMSD on the C-alpha fitted on the C-

alpha of each CPP, can be found in Figure SI 5, Figure SI 6 & Figure SI 7.  

The distance between the peptide’s centre-of-mass (COM) and the surface’s COM for each 

system is reported in Figure SI 2, Figure SI 3 & Figure SI 4. In Figure 3.3, the distance 

averaged on the last 50 ns for each system is shown. It is easy to see how each peptide was 

more attracted by the protonated surfaces, in fact the peptides interacting with the 

9SiO(H,Na) and the 18SiO(H,Na) show lower value, confirming the longer contact with the 

surface.  

 

Figure 3.3 Mean distance and standard deviation calculated in the last 50 ns for each system: peptide-
surface SiOH in navy; peptide-surface 9SiO(H,Na) in red and peptide-surface 18SiO(H,Na) in blue. 

In Figure 3.4, it is represented the contact area as mean value and its standard deviation, 

between the peptides and the surfaces. The contact area is shown as total (black), 

hydrophilic (blue) and hydrophobic (red). It is to notice that all the surfaces are hydrophilic, so 

the hydrophobic contribution depend upon the peptides’ residues. The surfaces with greater 

degree of ionization show a bigger affinity with the peptides – it is to mention the behaviour of 

the (ARG)9 peptide, which interacts only with the 9SiO(H,Na) and 18SiO(H,Na) surfaces. 

The increment in the contact area seem to be almost due to hydrophilic interaction, which are 

determined by the polar residues of the peptide with whom the silanol groups of the surface 

can establish H-bond interactions100 and ion pairing, which are the most important 

contributions in peptides’ adsorption74. 
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Figure 3.4 Contact area of the peptide with the SiOH surface (A), 9SiO(H,Na) (B) and 18SiO(H,Na) (C). The 
total area is shown in black, the hydrophilic area in blue and the hydrophobic area in red. 

In Table 3.4 the most interacting residue forming H-bond, donator or acceptor, per peptide in 

each system are grouped.  

Table 3.4 Resides most involved in H-bond formation per each system. The polar residues are highlighted 
in blue, the hydrophobic residues are highlighted in green and the charged residues are highlighted in red.  

# Residue 

 
Surface SiOH Surface 9SiO(H,Na) Surface 18SiO(H,Na) 

CADY 
   

MAP 
   

pAntp  

 
  

PEP 

 
  

(ARG)9 
   

TAT 
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These residues were extracted by Figure SI 8, Figure SI 9 & Figure SI 10 and classified in 

polar, charged and hydrophobic amino acids. In the case of the surfaces 9SiO(H,Na) and 

18SiO(H,Na) the residues more involved in the H-bond formation are charged residues. All 

the silanol groups (SiOH) are subject to deprotonation-protonation equilibria in water, thereby 

the release of Na ions by the protonated surfaces get to the formation of negative silanol 

groups SiO- that lead the interactions with the positively charged peptides and their 

polar/charged residues, linking the peptide on the surface.  

In Figure 3.5, Figure 3.6 & Figure 3.7 the mean and the standard deviation over the contact 

time of the minimum distance per residue from the surface are represented. The minimum 

distance was computed as the minimum value between each atom of peptide residues and 

each atom of the silica surfaces.  It is clear that the peptides interacting with the 9SiO(H,Na) 

and the 18SiO(H,Na) surfaces show overall lower values per residue and lower standard 

deviation, because of the much longer contact with the surface. 

Not all these residues are involved in H-bond formation, suggesting that other contributions 

may come from ion pairing, as well as less energetic ion-dipole, dipole-dipole and Van der 

Waals interactions. These contributions are determined by the isoelectric point (pI)  and the 

conformational flexibility of the peptides74. Nonetheless, the aqueous environment plays also 

a role in orienting the peptides onto the surface: as observed in previous works75 the 

superficial water thwarts the peptide in establishing H-bond and ion pairing with the 

superficial atoms of the surface. The thickness of this interfacial water layer is governed by 

the  silica surface characteristics and the protein molecules, whose adsorption leads to a 

local decrease of layer size101.  
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Figure 3.5 Equilibrium distance of the residue of the peptides to the SiOH. Each value was obtained 
averaging the minimum distance over the peptide-surface contact times. CADY (red); MAP (blue); pAntp 

(yellow); PEP (black); (ARG)9 (magenta); TAT (green) 
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Figure 3.6 Equilibrium distance of the residue of the peptides to the 9SiO(H,Na). Each value was obtained 
averaging the minimum distance over the peptide-surface contact times. CADY (red); MAP (blue); pAntp 

(yellow); PEP (black); (ARG)9 (magenta); TAT (green). 
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Figure 3.7 Equilibrium distance of the residue of the peptides to the 18SiO(H,Na). Each value was obtained 
averaging the minimum distance over the peptide-surface contact times. CADY (red); MAP (blue); pAntp 

(yellow); PEP (black); (ARG)9 (magenta); TAT (green). 
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In Figure 3.8 are shown three snapshot of the systems CADY peptide – silica surface (SiOH 

surface Figure 3.8 A-C; 9SiO(H,Na) surface Figure 3.8 D-F; 18SiO(H,Na) surface Figure 3.8 

G-I). The behaviour of the CADY peptide changes with the surface: although the starting 

configuration of the peptide is the same in all simulations, only with the SiOH surface it can 

be observed an alpha-helical structure. 

Regarding the SiOH surface, the C-terminal residues guide the adsorption mechanism: the 

ALA20 and the ARG19 reached the surface (Figure 3.8 A); then the N-terminal tail is pushed 

on the surface (Figure 3.8 B). In the end, the N-terminal tail is interacting with the surface, 

while the C-terminal tail has changed its orientation drifting from the surface (Figure 3.8 C). 

Conversely, the contact with the 9SiO(H,Na) surface starts with the N-terminal tail of the 

peptide, and it is quite guided by the GLY1 residue (Figure 3.8 D). Indeed, the GLY1 reaches 

the surface and shove the C-terminal tail onto the surface (Figure 3.8 E), resulting in the end 

of the interaction in an upside-down twist, where the C-terminal tail is interacting and the 

GLY1 is located near the surface (Figure 3.8 F).   

Likewise, the contact with the 18SiO(H,Na) surface begin with the N-terminal tail of the 

peptide. As before, the GLY1 is responsible for the anchoring of the CADY peptide (Figure 

3.8 G) , dragging the C-terminal tail onto the surface (Figure 3.8 H). In the end, the GLY1 

and the ARG19 residues link both the tails to the surface (Figure 3.8 I). 

The interacting tail of the peptide may be completely random in the case of the SiOH 

systems. On the contrary, the siloxide groups of the 9SiO(H,Na) and 18SiO(H,Na) surfaces 

might influence the peptide in interacting with the ammonium group of the N-terminal tail. The 

presence of charged residues in the C-terminal tail   is to be accounted for the final 

configuration twist (Figure 3.8 F,I). 

The mechanism of adsorption of the CADY peptide is more or less equal to the other 

peptides, whose adsorption’s mechanisms is described in Figure SI 11 (MAP), Figure SI 12 

(pAntp), Figure SI 13 (PEP), Figure SI 14 ((ARG)9) & Figure SI 15 (TAT). 
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Figure 3.8 Snapshots of the contacts between the CADY peptide with the SiOH (A,B,C), the 9SiO(H,Na) 
(D,E,F) and the 18SiO(H,Na) (G,H,I) surfaces: A,D,G) Initial contact; B,E,H) during contact; C,F,I) final 

configuration. The residues from Table 3.4 are highlighted: non-polar residues in white (ALA, TRP); basic 
residues in blue (ARG); polar residues in green (GLY). The N-term and the C-term are highlighted. 
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In Figure 3.9, Figure 3.10 & Figure 3.11 the complete secondary structure evolution of each 

peptide-surface system is shown. It is to mention that MAP, pAntp and PEP conserve their 

folded structures in all the systems.  

The behaviour of the CADY peptide is different in all the systems: in the CADY-SiOH system, 

in the first 20 ns the C-terminal tail residues acquire an alpha-helix conformations, which is 

mostly conserved when it reaches the surface (around 20 − 60 ns) and it is recovered in the 

last 20 ns. As regards the others two systems, there is no evidence of alpha-helical structure, 

resulting or in a more unfolded conformation (Figure 3.10 A) or in an interchange of bend and 

turn structures (Figure 3.11 A). This behaviour is reflected in the RMSD value (Figure SI 5, 

Figure SI 6 & Figure SI 7) that in the case of MAP, pAntp, PEP, (ARG)9 and TAT peptides 

limits their conformational space and their flexibility, while the fluctuations of the CADY 

peptide are more accentuated. 

For what concerns the (ARG)9 and TAT peptides, which are the shortest peptides, have 

similar behaviour in all the systems. They present unfolded structures at the end of the 

simulations and throughout the simulations they conformed into partial turn and bend, no 

helical structure is reported (Figure 3.11 E-F), except the first ns of the (ARG)9-SiOH system, 

where the peptide did not interact with the surface.  
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Figure 3.9 Complete structural evolution of the peptides interacting with the SiOH surface. A) CADY 
peptide; B) MAP peptide; C) pAntp peptide; D) PEP peptide; E) (ARG)9 peptide; F) TAT peptide. 
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Figure 3.10 Complete structural evolution of the peptides interacting with the 9SiO(H,Na) surface. A) CADY 
peptide; B) MAP peptide; C) pAntp peptide; D) PEP peptide; E) (ARG)9 peptide; F) TAT peptide. 
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Figure 3.11 Complete structural evolution of the peptides interacting with the 18SiO(H,Na) surface. A) 
CADY peptide; B) MAP peptide; C) pAntp peptide; D) PEP peptide; E) (ARG)9 peptide; F) TAT peptide.
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3.3.2 WTMetaD Results 
In Figure 3.12 is reported the evolution of the CV thought the simulation time of the peptides 

in the SiOH systems. All the peptides explore multiple times the conformational space, 

reaching out for the surface and leaving numerous times. The convergence analysis and the 

CV evolution of all the systems are described in Figure SI 16-18.  

 
Figure 3.12 Evolution of the distance CV for each CPP-SiOH system. CADY peptide in red; Map peptide in 

blue; pAntp peptide in yellow; PEP peptide in black; (ARG)9 peptide in magenta; TAT peptide in green. 

The free energy profile as a function of the distance CV are reported in Figure 3.13. These 

profiles were recovered through the reweighting algorithm explained in the Materials and 

Methods chapter. 

 
Figure 3.13 Free energy profile of the CPPs interacting with the silica surfaces: SiOH (black), 9SiO(H,Na) 

(red), 18SiO(H,Na) (blue).  
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Concerning the SiOH surface, only the CADY and PEP peptides show energy wells (∆G ≅

−10 kJ/mol and ∆G ≅ −7 kJ/mol each), located at a distance value of ~0.5 nm and 0.2 nm 

respectively. These values are 4 and 3 times higher than the thermal fluctuations (kBT), thus 

indicating the existence of a metastable state near the surface. All the remaining peptides 

show no remarkable energy barrier. This is in line with the MD results, in a sense that the 

existence of the complex CPP-SiOH is not observed for those free energy profiles with no 

metastable minima. 

In comparison with the 9SiO(H,Na) and 18SiO(H,Na) surfaces (red and blue lines in Figure 

3.13), all the peptides show deeper energy well for a distance value in the range of 0 −

0.5 nm, confirming the importance of the surface ionization state and therefore the best 

adsorption affinity. In the 9SiO(H,Na) system (red line in figure Figure 3.13), the TAT peptide 

shows a metastable state in the 0.7 − 1.3 nm region, and an energy barrier separating the 

minimum in the 0 − 0.5 nm region. This barrier is easily overcome by the thermal fluctuation.  

The same considerations can be made on the other peptides interacting with the 

18SiO(H,Na) surface, such as the pAntp that shows two energy well, one deeper than the 

other (∆G ≅  −15 kJ/mol and ∆G ≅ −22kJ/mol). 

In Figure 3.14 is reported the energy well of the stable state for all the systems in the 0 −

0.5 nm basin. These results confirm what previously seen in Figure 3.13, since both the 

protonated surfaces show negative values of ∆F (9SiO(H,Na) in red, 18SiO(H,Na) in blue) 

while only three peptides (CADY, MAP and PEP) show an affinity with the SiOH surface and 

are in line with the results from the classical MD simulations. 

 

Figure 3.14  Minimum of the free energy for each peptide-surface system. SiOH (black), 9SiO(H,Na) (red), 
18SiO(H,Na) (blue).  
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3.4 Discussion 
The use of NPs in nanomedicine has grown in the last decade, since the NPs have 

demonstrated their efficacy as the next generation of targeted drug delivery102,103.  Several 

types of iron oxide NPs have been developed and the choice – so far – is represented by the 

magnetite, easy to deal with synthesis processes and highly biocompatible66,67. Nonetheless, 

their high surface-to-volume ratio allows a very efficient functionalization, but it also leads to 

aggregation problems and loss of magnetism and dispersibility. In order to improve the iron 

oxide MNPs, several coatings have been investigated to improve their biocompatibility, 

magnetic properties, colloidal stability, shape and size. The use of MD simulation has proven 

its efficacy in describing the effect of different NP coating and their interaction with organic 

molecules and membranes. In particular, classical molecular dynamics simulation and 

enhanced sampling techniques have been employed to provide insight into the binding 

mechanism of peptides adsorption onto silica surfaces74–78,100. The use of silica coating can 

provide further functionalization with biomolecules of the MNPs, like CPPs. The conjugation 

of peptides to silica offers a possible route to design new drug delivery systems, improving 

the cellular uptake and the efficacy of the cargo delivery without significant damage104,105. 

In this context, an investigation of six cell-penetrating peptides onto three silica surfaces has 

been carried out, providing an estimation of the CPP-surface binding free energy by means 

of Well-Tempered Metadynamics. In particular, the effect of the surface ionization’s state was 

considered, demonstrating the importance of the silica surface properties on the binding 

affinity.  

These results confirm that the degree of ionization plays an important role in the 

electrostatics of the systems, facilitating the adsorption of the peptides. Above all, the 

9SiO(H,Na) and the 18SiO(H,Na) have adsorbed all the studied peptides and, as pointed out 

in several studies69,72,76,106, this behaviour has to be expected, since the protonated surface 

presents negatively charged SiO- groups thus attracting the cationic peptides. Besides, as 

seen in Figure 3.8, the adsorption of the peptides onto the ionized surfaces are guided by the 

ammonium of the N-terminal residues, which is in agreement with other studies74.  

Moreover, the electrostatic non covalent interactions are hugely involved in the peptide-silica 

adsorption. The residues from Table 3.4, involved in the H-Bond formation with the silica 

surfaces are mostly polar and charged residues, which are normally found at the surface of 

proteins69. Also, the arginine plays an important role since it appears to drive the adsorption 

mechanism of the peptide on the silica surface107. 
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4 Conclusion 
Magnetic iron oxide nanoparticles (MNPs) represent a breakthrough in the field of 

nanomedicine and their applications range span from diagnosis to therapy. In particular, the 

MNPs are used in targeted drug delivery, magnetic resonance imaging (MRI), magnetic 

hyperthermia, bio sensing, cell labelling etc. The industry development of the last decade has 

achieved proper control over particle size, shape, crystallinity, polydispersity and magnetic 

properties and several synthesis methods have been investigated. To overcome the 

problems related to the high chemical activity, air oxidation, aggregation and toxicity, different 

functionalization strategies have been proposed. These strategies are based upon grafting or 

coating of inorganic and organic materials, such as polymers, biomolecules, surfactants and 

silica. The most common compound for preparing the MNPs is represented by the silica, 

since it provides stability, biocompatibility, hydrophilicity and it can also be used to further 

functionalization to facilitate the binding to several ligands. In this context, the cell-

penetrating peptides can improve the cellular uptake of the MNPs in a natural, biological 

way. Besides, the CPPs can be used to deliver small and large cargo into the cell without 

provoking any damages. 

The aim of this master thesis was to investigate the physical adsorption of the CPPs onto 

silica surfaces, in order to determine the underlying interactions. In particular, six cationic 

CPPs are presented and their relation with silica surfaces is investigated in all-atom 

simulations. Also, a quantitative estimation of the binding energy is provided by means of 

enhanced sampling approach. The influence of the surface ionization state on the adsorption 

behaviour was also investigated by employed three silica surfaces differing in ionization state 

(0%, 9%, and 18%). It is to notice that the surfaces do not present an excess in charge, since 

they are completely neutral, but the ionization state is responsible for the formation of a 

surface charge distribution. 

Both the 9% and 18% surfaces result as best models in terms of CPPs adsorption, 

confirming that the area density of sodium siloxide groups is critical for selective adsorption. 

Also, the adsorption is modulated by the ammonium groups in the N-terminal tail of the 

peptides and by the ARG residues, through the formation of ion pairs with the negative 

siloxide groups. 

In conclusion, as future perspective it could be interesting the study of the conjugated CPP-

silica surface interacting with the cellular membrane, to understand if the conformations 

assumed by the peptides onto the surface can affect their penetrating capability in order to 

improve and modulate the NPs features. 
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Supporting Information  
In Figure SI 1 the three models of the chosen silica surfaces are shown. 

 

Figure SI 1 Silica surfaces models. A) SiOH: top view (left side); side view (right side); B) 9SiO(H,Na): top 
view (left side); side view (right side); C) 18SiO(H,Na): top view (left side); side view (right side). The Na 

ions are represented in blue, the Si atoms in yellow, the O atoms in red and the H atoms in white. 

In Figure SI 2, Figure SI 3 & Figure SI 4 the time evolution of the distance between peptides-

surfaces is represented. 

 

Figure SI 2 Distance between the COM of the peptides and the COM of SIOH surface. CADY peptide in 
red; Map peptide in blue; pAntp peptide in yellow; PEP peptide in black; (ARG)9 peptide in magenta; TAT 

peptide in green. 
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Figure SI 3 Distance between the COM of the peptides and the COM of 9SIO(H,Na) surface. CADY peptide 
in red; Map peptide in blue; pAntp peptide in yellow; PEP peptide in black; (ARG)9 peptide in magenta; TAT 

peptide in green. 

 

Figure SI 4 Distance between the COM of the peptides and the COM of 18SIO(H,Na) surface. CADY 
peptide in red; Map peptide in blue; pAntp peptide in yellow; PEP peptide in black; (ARG)9 peptide in 

magenta; TAT peptide in green.  

In Figure SI 5, Figure SI 6 & Figure SI 7 the RMSD value of the C-alpha fitted on C-alpha for 

each system CPP-surface is shown. Each trend shows that the systems have reached a 

stable configuration. 
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Figure SI 5 RMSD of the peptide interacting with the SiOH surface calculated on C-alpha fitted on C-alpha. 

CADY peptide (red); MAP peptide (blue); pAntp peptide (yellow); PEP peptide (black); (ARG)9 peptide 
(magenta); TAT peptide (green). 

 

Figure SI 6 RMSD of the peptide interacting with the 9SiO(H,Na) surface calculated on C-alpha fitted on C-
alpha. CADY peptide (red); MAP peptide (blue); pAntp peptide (yellow); PEP peptide (black); (ARG)9 

peptide (magenta); TAT peptide (green). 
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Figure SI 7 RMSD of the peptide interacting with the 18SiO(H,Na) surface calculated on C-alpha fitted on 
C-alpha. CADY peptide (red); MAP peptide (blue); pAntp peptide (yellow); PEP peptide (black); (ARG)9 

peptide (magenta); TAT peptide (green). 

In Figure SI 8, Figure SI 9 & Figure SI 10 are shown the total H-bond count per residue 

interacting with the surfaces, normalized by the maximum value of each CPP-surface 

system. The bars are divided per pattern, showing the donor (filled bar) and the acceptor 

rates (crossed bar). The total amount of the bar reflects the total H-bond capability of each 

residue.  

H-bonds are determined based on cut-offs for the angle Hydrogen - Donor - Acceptor (zero is 

extended) and the distance Donor – Acceptor (0.35 nm). OH and NH groups are regarded as 

donors, O and N as acceptors.  
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Figure SI 8 Residues forming H-bond with the SiOH surface: filled bar DONATOR, crossed bar ACEPTOR. 
CADY peptide (red); MAP peptide (blue); pAntp peptide (yellow); PEP peptide (black); (ARG)9 peptide 

(magenta); TAT peptide (green). 
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Figure SI 9 Residues forming H-bond with the 9SiO(H,Na) surface: filled bar DONATOR, crossed bar 
ACEPTOR. CADY peptide (red); MAP peptide (blue); pAntp peptide (yellow); PEP peptide (black); (ARG)9 

peptide (magenta); TAT peptide (green). 
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Figure SI 10 Residues forming H-bond with the 18SiO(H,Na) surface: filled bar DONATOR, crossed bar 

ACEPTOR. CADY peptide (red); MAP peptide (blue); pAntp peptide (yellow); PEP peptide (black); (ARG)9 
peptide (magenta); TAT peptide (green). 
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In Figure SI 11 three snapshots of the systems MAP peptide – silica surface (SiOH surface 

Figure SI 11 A-C; 9SiO(H,Na) surface Figure SI 11 D-F; 18SiO(H,Na) surface Figure SI 11 

G-I) are shown. In this case, the MAP peptide conserves its helical secondary structure in all 

the simulations. 

The contact with the SiOH surface starts with the C-terminal tail in a vertical orientation 

(Figure SI 11 A); then the N-terminal tail approaches the surface (Figure SI 11 B) and in the 

end, it results interacting with the surface in a horizontal conformation (Figure SI 11 C). 

On the other hand, the MAP peptide contacts the 9SiO(H,Na) surface with the N-terminal tail, 

in particular the LYS1 reaches the surfaces (Figure SI 11 D), the C-terminal tail reaches out 

for the surface (Figure SI 11 E) and in the last snapshot it is laid down onto the surface 

(Figure SI 11 F). 

In the same manner, the MAP peptide contacts the 18SiO(H,Na) surface with the LYS1 

(Figure SI 11 G) but the LYS in the C-terminal tail and in the core structure engage with the 

surface (Figure SI 11 H) resulting in stronger interaction (Figure SI 11 I). 
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Figure SI 11 Snapshots of the contacts between the MAP peptide with the SiOH (A,B,C), the 9SiO(H,Na) 
(D,E,F) and the 18SiO(H,Na) (G,H,I) surfaces: A,D,G) Initial contact; B,E,H) during contact; C,F,I) final 

configuration. The residues from Table 3.4 are highlighted: non-polar residues in white (ALA); basic 
residues in blue (LYS). The N-term and the C-term are highlighted. 
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In Figure SI 12 are shown three snapshots of the systems pAntp peptide – silica surface 

(SiOH surface Figure SI 12 A-C; 9SiO(H,Na) surface Figure SI 12 D-F; 18SiO(H,Na) surface 

Figure SI 12 G-I).  

In the pAntp-SiOH surface simulation, the peptide is more unfolded then in the other 

simulations. The interaction starts with the C-terminal residues (Figure SI 12 A) which drive 

the central helix of the pAntp on the surface (Figure SI 12 B) that – as the contact ends – 

results the most interacting part (Figure SI 12 C).  

The pAntp peptide stays fold in the case of the 9SiO(H,Na) and its main interactions are due 

to the ARG and LYS C-terminal residues (Figure SI 12 D). These residues are positively 

charged in this condition and the interaction with the surface is purely driven by the 

electrostatics of the negative silanol groups (Figure SI 12 E-F).  

The contact with the 18SiO(H,Na) surface starts with the N-terminal residues (Figure SI 12 

G). In particular, the ARG1 anchors to the surface throughout all the simulation (Figure SI 12 

H-I).  
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Figure SI 12 Snapshots of the contacts between the pAntp peptide with the SiOH (A,B,C), the 9SiO(H,Na) 
(D,E,F) and the 18SiO(H,Na) (G,H,I) surfaces: A,D,G) Initial contact; B,E,H) during contact; C,F,I) final 

configuration. The residues from Table 3.4 are highlighted: non-polar residues in white (TRP); basic 
residues in blue (LYS, ARG); polar residues in green (ASN,GLN). The N-term and the C-term are 

highlighted. 
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In Figure SI 13 are shown three snapshots of the systems PEP peptide – silica surface 

(SiOH surface Figure SI 13 A-C; 9SiO(H,Na) surface Figure SI 13 D-F; 18SiO(H,Na) surface 

Figure SI 13 G-I). 

The contact with the surface SiOH begins with the N-terminal tail (Figure SI 13 A) that drives 

the peptide’s core onto the surface (Figure SI 13 B) until the C-terminal tail reaches the 

surface where the N-terminal tail detaches (Figure SI 13 C) and the PEP founds itself 

stepping away from the surface. 

Conversely, the contact with the 9SiO(H,Na) starts with the C-terminal tail and its charged 

residues – LYS and ARG (Figure SI 13 D) – then the N-terminal tail approaches the surface 

(Figure SI 13 E) and in the final configuration both tails are linked to the surface (Figure SI 13 

F) resulting in a stable connection.  

As for the 18SiO(H,Na) surface, the most interacting residue is the ARG19 of the C-terminal 

tail (Figure SI 13 G) that makes the first contact and push the peptide onto the surface 

(Figure SI 13 H-I). 
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Figure SI 13 Snapshots of the contacts between the PEP peptide with the SiOH (A,B,C), the 9SiO(H,Na) 
(D,E,F) and the 18SiO(H,Na) (G,H,I) surfaces: A,D,G) Initial contact; B,E,H) during contact; C,F,I) final 
configuration. The residues from Table 3.4 are highlighted: basic residues in blue (LYS, ARG); polar 

residues in green (THR, GLN); acidic residue in red (GLU). The N-term and the C-term are highlighted. 



71 
 

In Figure SI 14 are shown three snapshots of the systems (ARG)9 peptide – silica surface 

(SiOH surface Figure SI 14 A-C; 9SiO(H,Na) surface Figure SI 14 D-F; 18SiO(H,Na) surface 

Figure SI 14 G-I). 

As seen in Figure SI 2, there is no considerable contact between the (ARG)9 peptide and the 

SiOH surface and it can be seen in Figure SI 14 A-C, where only the C-terminal tail is found 

nearby the surface without making any stable contact. 

Instead, the (ARG)9 makes a stable and long lasting contact with the 9SiO(H,Na) which is 

entirely driven by the N-terminal ARG (Figure SI 14 D-F). 

Also the 18SiO(H,Na) interacts with the (ARG)9 peptide. Here, the conformation is very 

different, in fact the most interacting residues are in the C-terminal tail (Figure SI 14 G-H) 

and the conformation is most stable in an horizontal orientation (Figure SI 14 I). 
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Figure SI 14 Snapshots of the contacts between the (ARG)9 peptide with the SiOH (A,B,C), the 9SiO(H,Na) 
(D,E,F) and the 18SiO(H,Na) (G,H,I) surfaces: A,D,G) Initial contact; B,E,H) during contact; C,F,I) final 

configuration. The residues from Table 3.4 are highlighted: basic residues in blue (ARG). The N-term and 
the C-term are highlighted. 
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In are shown three snapshots of the systems TAT peptide – silica surface (SiOH surface 

Figure SI 15 A-C; 9SiO(H,Na) surface Figure SI 15 D-F; 18SiO(H,Na) surface Figure SI 15 

G-I). 

As shown in Figure SI 15 A & Figure SI 15 B the TAT peptide tries to contact the SiOH 

surface with both the N-terminal and C-terminal tail, but – in the end – stays unfold in the 

water environment (Figure SI 15 C). 

Regarding the TAT-9SiO(H,Na) system, the contact is neat and involves more residues: it 

starts with the N-terminal tail reaching the surface (Figure SI 15 D); then the peptide 

reorganize itself on the surface (Figure SI 15 E). In the end, the C-terminal tail interacts with 

the surface and the N-terminal tail in the water environment (Figure SI 15 F). 

As for the 18SiO(H,Na) surface, even more residues are involved and the C-terminal is 

responsible for the first contact (Figure SI 15 G). Then, the ARG residues stabilize the 

conformation of the TAT peptide on the surface (Figure SI 15 H-I). 
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Figure SI 15 Snapshots of the contacts between the TAT peptide with the SiOH (A,B,C), the 9SiO(H,Na) 
(D,E,F) and the 18SiO(H,Na) (G,H,I) surfaces: A,D,G) Initial contact; B,E,H) during contact; C,F,I) final 

configuration. The residues from Table 3.4 are highlighted: basic residues in blue (ARG), polar residues in 
green (TYR, GLN). The N-term and the C-term are highlighted. 
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Convergence Analysis –SiOH Surface 
In Figure SI 16 are reported the metadynamics analysis of the CADY peptide interacting with 

the SiOH surface. The convergence (Figure SI 16 B) is calculated as the difference between 

the local maximum along the distance CV between 1.5 and 2 nm and the local minimum 

along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 16 D) through 

the simulation time is also shown and its exponential trend is in line with the well-tempered 

recipe. Also the distance CV (Figure SI 16 C) through simulation time is reported for clarity, 

as it is possible to see how the peptide reach the surface several time, exploring multiple 

metastable state, as expected in such metadynamics simulation. 

 

Figure SI 16 Metadynamics results of the CADY peptide interacting with the SiOH surface. A) Free energy 
profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height. 

In Figure SI 17 are reported the metadynamics analysis of the MAP peptide interacting with 

the SiOH surface. The convergence (Figure SI 17 B) is calculated as the difference between 

the local maximum along the distance CV between 1.5 and 2 nm and the local minimum 

along the distance CV between 0 and 1 nm. The Gaussian height (Figure SI 17 D) through 

the simulation time is also shown and its exponential trend is in line with the well-tempered 
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recipe. Also the distance CV (Figure SI 17 C) through simulation time is reported for clarity, 

as it is possible to see how the peptide reach the surface several time, exploring multiple 

metastable state, as expected in such metadynamics simulation. 

 

Figure SI 17 Metadynamics results of the MAP peptide interacting with the silica SiOH surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height.  

In Figure SI 18 are reported the metadynamics analysis of the pAntp peptide interacting with 

the SiOH surface. The convergence (Figure SI 18 B) is calculated as the difference between 

the local maximum along the distance CV between 1.5 and 2 nm and the local minimum 

along the distance CV between 1 and 1.5 nm. The Gaussian height (Figure SI 18 D) through 

the simulation time is also shown and its exponential trend is in line with the well-tempered 

recipe. Also the distance CV (Figure SI 18 C) through simulation time is reported for clarity, 

as it is possible to see how the peptide reach the surface several time, exploring multiple 

metastable state, as expected in such metadynamics simulation. 
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Figure SI 18 Metadynamics results of the pAntp peptide interacting with the SiOH surface. A) Free energy 
profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height.  

In Figure SI 19 are reported the metadynamics analysis of the PEP peptide interacting with 

the SiOH surface. The convergence (Figure SI 19 B) is calculated as the difference between 

the local maximum along the distance CV between 1.5 and 2 nm and the local minimum 

along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 19 D) through 

the simulation time is also shown and its exponential trend is in line with the well-tempered 

recipe. Also the distance CV (Figure SI 19 C) through simulation time is reported for clarity, 

as it is possible to see how the peptide reach the surface several time, exploring multiple 

metastable state, as expected in such metadynamics simulation. 
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Figure SI 19 Metadynamics results of the PEP peptide interacting with the silica SiOH surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height.  

In Figure SI 20 are reported the metadynamics analysis of the (ARG)9 peptide interacting 

with the SiOH surface. The convergence (Figure SI 20 B) is calculated as the difference 

between the local maximum along the distance CV between 0 and 0.5 nm and the local 

minimum along the distance CV between 1.5 and 2 nm. The Gaussian height (Figure SI 20 

D) through the simulation time is also shown and its exponential trend is in line with the well-

tempered recipe. Also the distance CV (Figure SI 20 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 
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Figure SI 20 Metadynamics results of the (ARG)9 peptide interacting with the SiOH surface. A) Free energy 
profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height.  

In Figure SI 21 are reported the metadynamics analysis of the TAT peptide interacting with 

the  SiOH surface. The convergence (Figure SI 21 B) is calculated as the difference between 

the local maximum along the distance CV between 0 and 0.5 nm and the local minimum 

along the distance CV between 1.5 and 2 nm. The Gaussian height (Figure SI 21 D) through 

the simulation time is also shown and its exponential trend is in line with the well-tempered 

recipe. Also the distance CV (Figure SI 21 C) through simulation time is reported for clarity, 

as it is possible to see how the peptide reach the surface several time, exploring multiple 

metastable state, as expected in such metadynamics simulation. 
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Figure SI 21 Metadynamics results of the TAT peptide interacting with the SiOH surface. A) Free energy 
profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height. 
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Convergence Analysis – 9SiO(H,Na) Surface 
In Figure SI 22 are reported the metadynamics analysis of the CADY peptide interacting with 

the 9SiO(H,Na) surface. The convergence (Figure SI 22 B) is calculated as the difference 

between the local maximum along the distance CV between 1.5 and 2 nm and the local 

minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 22 

D) through the simulation time is also shown and its exponential trend is in line with the well-

tempered recipe. Also the distance CV (Figure SI 22 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 

 

Figure SI 22 Metadynamics results of the CADY peptide interacting with the 9SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height. 

In Figure SI 23 are reported the metadynamics analysis of the MAP peptide interacting with 

the 9SiO(H,Na) surface. The convergence (Figure SI 23 B) is calculated as the difference 

between the local maximum along the distance CV between 1.5 and 2 nm and the local 

minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 23 

D) through the simulation time is also shown and its exponential trend is in line with the well-
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tempered recipe. Also the distance CV (Figure SI 23 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 

 

Figure SI 23 Metadynamics results of the MAP peptide interacting with the 9SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height. 

In Figure SI 24 are reported the metadynamics analysis of the pAntp peptide interacting with 

the 9SiO(H,Na) surface. The convergence (Figure SI 24 B) is calculated as the difference 

between the local maximum along the distance CV between 1.5 and 2 nm and the local 

minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 24 

D) through the simulation time is also shown and its exponential trend is in line with the well-

tempered recipe. Also the distance CV (Figure SI 24 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 
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Figure SI 24 Metadynamics results of the pAntp peptide interacting with the 9SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height.  

In Figure SI 25 are reported the metadynamics analysis of the PEP peptide interacting with 

the 9SiO(H,Na) surface. The convergence (Figure SI 25 B) is calculated as the difference 

between the local maximum along the distance CV between 1.5 and 2 nm and the local 

minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 25 

D) through the simulation time is also shown and its exponential trend is in line with the well-

tempered recipe. Also the distance CV (Figure SI 25 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 
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Figure SI 25 Metadynamics results of the PEP peptide interacting with the 9SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height. 

In Figure SI 26 are reported the metadynamics analysis of the (ARG)9 peptide interacting 

with the 9SiO(H,Na) surface. The convergence (Figure SI 26 B) is calculated as the 

difference between the local maximum along the distance CV between 1.5 and 2 nm and the 

local minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 

26 D) through the simulation time is also shown and its exponential trend is in line with the 

well-tempered recipe. Also the distance CV (Figure SI 26 C) through simulation time is 

reported for clarity, as it is possible to see how the peptide reach the surface several time, 

exploring multiple metastable state, as expected in such metadynamics simulation. 
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Figure SI 26 Metadynamics results of the (ARG)9 peptide interacting with the 9SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height.  

In Figure SI 27 are reported the metadynamics analysis of the TAT peptide interacting with 

the 9SiO(H,Na) surface. The convergence (Figure SI 27 B) is calculated as the difference 

between the local maximum along the distance CV between 1.5 and 2 nm and the local 

minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 27 

D) through the simulation time is also shown and its exponential trend is in line with the well-

tempered recipe. Also the distance CV (Figure SI 27 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 
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Figure SI 27 Metadynamics results of the TAT peptide interacting with the 9SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height.  
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Convergence Analysis – 18SiO(H,Na) Surface 
In Figure SI 28 are reported the metadynamics analysis of the CADY peptide interacting with 

the 18SiO(H,Na) surface. The convergence (Figure SI 28 B) is calculated as the difference 

between the local maximum along the distance CV between 1.5 and 2 nm and the local 

minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 28 

D) through the simulation time is also shown and its exponential trend is in line with the well-

tempered recipe. Also the distance CV (Figure SI 28 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 

 

Figure SI 28 Metadynamics results of the CADY peptide interacting with the 18SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height.  

In Figure SI 29 are reported the metadynamics analysis of the MAP peptide interacting with 

the 18SiO(H,Na) surface. The convergence (Figure SI 29 B) is calculated as the difference 

between the local maximum along the distance CV between 1.5 and 2 nm and the local 

minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 29 

D) through the simulation time is also shown and its exponential trend is in line with the well-
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tempered recipe. Also the distance CV (Figure SI 29 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 

 

Figure SI 29 Metadynamics results of the MAP peptide interacting with the 18SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height. 

In Figure SI 30 are reported the metadynamics analysis of the pAntp peptide interacting with 

the 18SiO(H,Na) surface. The convergence (Figure SI 30 B) is calculated as the difference 

between the local maximum along the distance CV between 1.5 and 2 nm and the local 

minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 30 

D) through the simulation time is also shown and its exponential trend is in line with the well-

tempered recipe. Also the distance CV (Figure SI 30 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 
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Figure SI 30 Metadynamics results of the pAntp peptide interacting with the 18SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height. 

In Figure SI 31 are reported the metadynamics analysis of the PEP peptide interacting with 

the 18SiO(H,Na) surface. The convergence (Figure SI 31 B) is calculated as the difference 

between the local maximum along the distance CV between 1.5 and 2 nm and the local 

minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 31 

D) through the simulation time is also shown and its exponential trend is in line with the well-

tempered recipe. Also the distance CV (Figure SI 31 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 
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Figure SI 31 Metadynamics results of the PEP peptide interacting with the 18SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height. 

In Figure SI 32 are reported the metadynamics analysis of the (ARG)9 peptide interacting 

with the 18SiO(H,Na) surface. The convergence (Figure SI 32 B) is calculated as the 

difference between the local maximum along the distance CV between 1.5 and 2 nm and the 

local minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 

32 D) through the simulation time is also shown and its exponential trend is in line with the 

well-tempered recipe. Also the distance CV (Figure SI 32 C) through simulation time is 

reported for clarity, as it is possible to see how the peptide reach the surface several time, 

exploring multiple metastable state, as expected in such metadynamics simulation. 
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Figure SI 32 Metadynamics results of the (ARG)9 peptide interacting with the 18SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height. 

In Figure SI 33 are reported the metadynamics analysis of the TAT peptide interacting with 

the 18SiO(H,Na) surface. The convergence (Figure SI 33 B) is calculated as the difference 

between the local maximum along the distance CV between 1.5 and 2 nm and the local 

minimum along the distance CV between 0 and 0.5 nm. The Gaussian height (Figure SI 33 

D) through the simulation time is also shown and its exponential trend is in line with the well-

tempered recipe. Also the distance CV (Figure SI 33 C) through simulation time is reported 

for clarity, as it is possible to see how the peptide reach the surface several time, exploring 

multiple metastable state, as expected in such metadynamics simulation. 
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Figure SI 33 Metadynamics results of the TAT peptide interacting with the 18SiO(H,Na) surface. A) Free 
energy profile; B) Convergence analysis; C) Distance CV through time; D) Gaussian Height. 


