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1. Introduction  

This thesis consists in the report of the active participation within the SLIM European project, 

coordinated by the School of Mines and Energy of the Technical University of Madrid (UPM). 

Thanks to the support received by the Polytechnic University of Turin, the author had the 

opportunity to take part in a UPM investigation campaign, carried out at “El Aljibe” quarry, during 

6 months of permanence in Madrid (Spain). The author took care of part of the monitoring and 

analysing activities, in particular dealing with two remote sensing methods, laser scanning and 

photogrammetry, to characterize the rock mass and define two rock factors. 

1.1 SLIM project 

The SLIM project, namely “Sustainable Low Impact Mining solution for the exploitation of small 

mineral deposits based on advanced rock blasting and environmental technologies”, was launched 

in 2016 within the Horizon2020 Programme by the European Commission (under grant agreement 

No. 730294), and will thus be a 4-year long project. The main purposes of the investigation are: 

reducing investments costs, identifying environmental impacts and limit waste generation. To do 

this, an economic, technological and environmental point of view are adopted.   

This project includes the validation of technologies developed in three different mining sites in 

Spain and Austria (i.e. Toledo, Granada, and Eisenerz). The initiative involves 13 active partners 

from Austria, Denmark, Sweden, France and Spain. These are: the School of Mines and Energy of 

the Technical University of Madrid (Universidad Politécnica de Madrid, UPM); 3GSM; Benito 

Arno e Hijos; the Bureau de Recherches Géologiques et Minières; VA Erzberg GmbH; 

Gate2Growth; the Luleå Tekniska Universitet; Maxam Corp. International; Minpol GmbH, the 

Montan Universität Leoben, Minera de Orgiva, the Technische Universitaet Graz and ZABALA 

Innovation Consulting. 

The global budget of this project, coordinated by the School of Mines and Energy of the UPM, 

amounts to 6,979,200 euros. The development of an innovative technological solution, which must 

be sustainable and at low impact, is in the centre of the project structure and scope. In particular, 

the aim of this research is to increase the supply of raw materials in Europe, exploiting small 

mineral deposits located in the continent. 
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The main practical focuses of SLIM are a comprehensive characterization of explosive 

technologies and an exhaustive analysis on rock fragmentation, in order to create a technology that 

allows the measurement of muckpiles properties (in terms of size-distribution) and a new dynamic 

3D-modelling system. The efficiency of the founded solutions, developed on-site in the mining site 

(upstream), will be tested in the corresponding processing plant (downstream).  

1.1.1 Aims, approach and impacts of the project 

Focusing on rock mass characterization and fragmentation models, the aim of SLIM project will 

be the research of an advanced blast design software and a new generation of explosives. This will 

provide optimized fragmentation with minimum rock damage and control of vibrations. With these 

new instruments, it will be possible to have a sustainable selective low impact mining solution to 

predict a non-linear mass fragmentation, and control airborne particulate matter, vibrations and 

nitrate leaching. 

Particular attention will be given to the exploitation of small mineral deposits, including chemical 

complex ore-forming phase. Indeed, in Europe, small mining sites are more numerous than large 

ones, but at the same time a large variety of minerals can be found. The exploitation of this mineral 

variety could make the continent less dependent on other countries, from both an economic and a 

political point of view. Moreover, upstream/downstream approach will be used to validate the 

technical solutions, first working on-site in the quarry, and then in the processing plants that receive 

the exploited material. This method will guarantee technical and practical performance to every 

single process scheme. 

The worker safety and the environmental and social aspects are not less important in the SLIM 

project: this will allow to support the sector sustainability and local community involving. 

Informing and communicating is an important issue in the mining word, and innovation would help 

people being more disposed to understand the importance of this sector, impacting positively in 

population consciousness. Surveying and interviewing actions combined with information and 

educational campaigns enables to prove the social responsibility of the members of the project. 
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1.2 Research background 

A previous investigation campaign of large scale tests was performed in the quarry from the end 

of May to the end of September 2017. This first campaign consisted of six blasts located in the 

same pit where the second campaign was executed, which is object of this thesis. The distance 

between the investigated areas is approximately 35 m. All the blasts had seven blastholes along 

one row parallel to the free vertical face of the bench and they consisted of a free surface of less 

than 25 m long and height about 11.5 m (Segarra, et al., 2018).  

The investigation includes the monitoring of the rock mass condition before the blast by: LiDAR 

scanning of the free face (Fernandez, et al, 2017), data acquisition for photogrammetry analysis 

(Gomes, et al., 2018) and blastholes deviation recording (Segarra, et al., 2017). Then, different 

blasting information were collected: detonation velocity, detonation pressure (Segarra, et al., 

2017), dust dispersion (Segarra, Sanchidrián, 2017), near seismic vibrations (Sanchidrián, 2017), 

high speed camera video (Navarro, et al., 2017). Finally, some post-blast measurements were 

added: televiewer recording (Gomes, et al., 2017), dust sampling, drone ortho-photos collecting 

(Iglesias, 2017) and LiDAR scanning of the resulting muckpiles (Fernandez, et al, 2017). 

1.3 Thesis objectives 

This study consists in the validation of the techniques developed in the first part of SLIM project 

to characterize the rock mass for fragmentation prediction in rock blasting through Kuz-Ram and 

xp-frag models. 

In particular, the investigation work is based on two different remote sensing techniques: digital 

photogrammetry and laser scanning monitoring (LiDAR). By this way, the exposed rock outcrop 

can be digitalized with high accuracy in a 3D-points cloud which allows software to detect the 

fractures structure. From this point, the existing discontinuity datasets can be extracted and 

analysed by means of their orientation and spacing. This results enable to characterize the rock 

mass and predict the fragmentation in rock blasting through the Kuz-Ram and the xp-frag models. 

Then, two rock factors will be calculated: the Blastability index and the Rock mass discontinuity 

factor. 
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On the other hand, the use of two different techniques allows an effective comparison of their 

effectiveness and uncertainty (presented in paragraph 5.3). The use of the digital photogrammetry 

method (based on manual mapping of joints) is more consolidated; therefore, it is more reliable. 

However, the processing of data from laser scanning, based on a semi-automatic analysis 

procedure, can be executed faster and provides a higher resolution of points. One of the scope of 

this study will be the calibration of the parameters to input in the software, basing on rock mass 

condition of the specific site, so that results can be congruent to photogrammetry. A double-test 

investigation ensures obtaining reliable results and a mutual verification. 

Finally, laser scanning is performed on muckpiles from each blast to analyse the fragmentation by 

means of the grain size distribution. By this way, the effectiveness of the rock factors and the 

methodologies used could be tested: a correlation between the median grain size predicted by the 

models and the median grain size estimated by the fragmentation analysis is expected. However, 

this last verification will be carried out in future works, when the results will be available. In Figure 

1.1 a schedule flowchart shows the order of the operations. 
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Figure 1.1: structure and objectives of the thesis 
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2. El Aljibe Quarry and Arnó company 

The quarry, located near Toledo (Spain), is an open pit exploitation in mylonite, a metamorphic 

rock deposit. The exploitation belongs to Benito Arnó e Hijos S.A.U. and has been developed for 

more than 12 years. Thanks to its characteristics of hardness to wear and fragmentation, the 

exploited material is very suitable for the manufacture of ballast for rail use (32-56 mm) and pellets 

for freeways asphalt agglomerates (6-12 mm). 

El Aljibe quarry has played a very important and strategic role in the construction of Spanish high 

speed line (AVE), especially to connect Sevilla, Toledo and Valencia to Madrid. The Arnó 

company constructed also the Tembleque railway station to allow the transport of the manufactured 

material.  

The mining site, as will be explained in paragraph 2.4, has been studied for many years by the 

School of Mining and Energy Engineering of the Technical University of Madrid (Segarra, et al., 

2018), with the financing by “Cátedra Maxam” (Maxam Civil Explosives) that is a partner of the 

university. 

As Figure 2.2 shows, the quarry has a deep concave structure that often causes water storage 

problems because the bottom level of the pit is below the water table: in fact “el aljibe” means “the 

cistern”. The transformation plant and the processed material stock are also visible. 
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Figure 2.2: areal vision of the quarry, the transformation plant and the procecced material stock 

In Figure 2.3 a photogrammetric 3D model of the quarry created from drone images is shown. 

The model was realized with orthophotos collected by a Phantom 4 drone and the digital 

reconstruction was made by the software ShapeMetriX 3D-SMX (3GSM, 2010) by Luis Iglesias, 

a UPM SLIM project team member.  
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Figure 2.3: photogrammetric 3D model of the quarry created from drone images 

Arnó company is a benchmark company of the Spanish sector of construction that was founded in 

1965 and is nowadays present in different fields other that construction, such as civil engineering, 

material production, energy service, logistics and facility management. The company is partner of 

leading national construction companies and owns developed experience as a contractor for the 

public administration.   

The material produced is used in company activities and is also sold to others. In particular, for the 

supply of arid material, Arnó relies on different quarries and plants around the Spanish territory. 

Different igneous and metamorphic rocks are exploited in three main sites: ophite in La Soriana 
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quarry (Huesca, Spain), andesite in Atienza quarry (Guadalajara, Spain) and mylonite in El Aljibe 

quarry (Toledo, Spain). Silicic arid and calcareous rocks are extracted, too. 

El Aljibe quarry is located in the small town of Almonacid de Toledo (Toledo, Castilla-La Mancha, 

Spain) and is 90 km far from Madrid (see Figure 2.4 and 2.5); its elevation is 720 m a.s.l. The 

central position is strategically convenient to allocate the manufactured material almost all over the 

country. 

 

Figure 2.4: geographic position of the extraction site 

 

ALMONACID  
DE TOLEDO 



Politecnico di Torino – Universidad Politecnica de Madrid Maurizio Bernardini 

Page 10 of 140 

 

 

Figure 2.5: position of the quarry with respect to the town 

2.1 Geology of the area 

The exploited rocks in El Aljibe quarry belongs to a metamorphic belt 1-1.5 km long and 400 m 

high (Martínez-Salanova, et al., 2009). This belt responds to a ductile shear zone which was 

developed during the final tectonic event in the Hercinian Orogeny (Enrile, 1981). This geological 

structure gave origin to mylonite and cataclasite series. 

Mylonites from El Aljibe derived largely from migmatites formed in amphibolite facies conditions 

of pressure and temperature, which are 400 ºC and 0.4 GPa according to Figure 2.6-a. In the lower 

part of the deposit, where the confining pressure and temperature were higher, mylonite and 

ultramylonite are present, as shown in Figure 2.6-b (Segarra, et al., 2018). 
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Figure 2.6: a)Temperature/pressure diagram showing the generally accepted limits of various 
metamorphic facies; b)Dominant fault rock lithologies function of the stress regime (Segarra, et al., 2018) 

The main lithologies present in the mine site are ultramylonite (Figure 2.7-I), orthomylonite (Figure 

2.7-II), ultracataclasite (Figure 2.7-III) and protomylonite (Figure 2.7-IV). The predominant rock 

type in El Aljibe quarry is orthomylonite, which is mylonite of magnetic protholyte. It is formed 

by tectonic forces, its density is 2.71 t/m3 and it is very hard and tough. 

 

Figure 2.7: main lithologies present in the specific mine site: I)ultramylonite; II)orthomylonite; 
III)ultracataclasite; IV)protomylonite  (Fueyo and de la Cuadra, 2016)  

III. 

I. II. 

IV. 
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According to their composition, the mylonites have a porphyry-clastic texture with potassium 

feldspar and plagioclase clasts encompassed in a matrix with biotite foliation recrystallized in 

quartz crystals (Benito Arnó e hijos, 2016). The myltonite band affects a strip of the Mora-Gálvez 

granite pluton that extends south of Toledo. The exploited mylonites show a porfidoblastic texture 

with potassium and plagioclase feldspar phenoblasts encompassed in a matrix of biotitic foliation 

recrystallized with quartz crystals.  

In addition, a geology assessment conducted in El Aljibe quarry by Arnó company is shown in 

Table 2.1.  

Table 2.1: main rock mass description parameters (Fueyo, et al., 2016) 

Parameter Value 
Uniaxial compressive strength 182.3 MPa 

Density 2710 kg/m3 
Young´s modulus 19.8 GPa 

 

In this study, the whole area of the quarry is geologically investigated to understand the mechanism 

of the ore deposit formation and the tectonic forces that subsequently modified it. One of those 

monitoring consists in the measurement of the orientation of the visible joints that lean out from 

the surface by the geological compass. In particular, 85 manual measurements, collected in the 3 

stations shown in Figure 2.8, are collected. The entire data list is available in Table A.21 of 

Appendix A.  
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Figure 2.8: position of the three stations where manual measurements were taken 

In Figure 2.9 a stereographic representation of the poles of the joints, created by RockWorks 

(RockWare, 2016), is reported. In paragraph 5.4, those data will be compared to the results from 

semi-automatic analysis of LiDAR and manual mapping of photogrammetry. 

3 

2 

1 
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Figure 2.9: stereografic representation of the manual measurents by the geological compass 

The joints poles tend to group in different clusters, as a consequence of a defined structure of 

discontinuities. In particular, three main families can be considered: one subhorizontal (Sh) and 

two subvertical (Sv).  

During the first campaign, carried out from May to September 2017, a total amount of 1,356 

measurements of the joints orientations were collected. Those data derive for three different 

investigation methods: photogrammetry monitoring, geological compass data collection and 

Televiewer inspection. The latter technique consists in a logging tool with an optical camera that 

is lowering through the borehole while collecting 360º oriented image of the hole walls from which 

is possible to individuate joints orientation.  All these data are grouped by the RockWorks16 

software in the stereographic diagram of Figure 2.10. 

Sh 
Sv 

Sv 
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Figure 2.10: stereographic representation of the 1,356 joint orientation measurements  
collected during the first campaign 

From the results in Figure 2.10 two main tectonic events were individuated. A first tectonic event 

which is the most important, is relative to the subhorizontal family marked as “A”. At the same, 

time another set was generated, represented with the “D” zone. A second tectonic event, subsequent 

to the first one, generated the subvertical joints belonging to “B” and “C” families. By comparison 

with Figure 2.8, a match can be individuated between Sh and “A”, and between Sv and “D” and 

“B”. 

In paragraph 5.5, that information will be compared to the result of this study. 

2.2 Blasting campaign 

This study reports and analyses the results from the second blasting campaign of the SLIM project. 

The campaign consisted in the monitoring of a large variety of parameters, those measurements 

have been carried out before, simultaneously and after 6 programmed blasts. This thesis refers 

particularly to the assessment of pre-blast rock conditions. For this purpose, two techniques of 

investigation were adopted (LiDAR scanning and photogrammetry), but much more data were 

collected by other methods by the whole university team. Table 2.2 lists all different tests and date 

of execution. Measurements made by the writer are shown in bold. 

A 

B C 

D 
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Table 2.2: schedule of the monitoring activities of the 2nd investigation campaign in El Aljibe quarry 
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Training Oct, 23th 2018 X X X     X  X  

Blast 7 Nov, 26th 2018 X X X X X X X X X X  

Blast 8 Dec, 3th 2018 X X X X X X X X X X  

Blast 9 Dec, 13th 2018 X X X X X X X X X X  

Blast 10 Dec, 17th 2018 X X X X X X X X X X  

Blast 11 Dec, 20th 2018 X X X X X X X X X X  

Blast 12 Feb, 8th 2019 X X X X X X X X X X  

Fragmentation 
analysis (B7) 

Jan, 30th 2019           X 

Fragmentation 
analysis (B7, B8) 

Feb, 6th 2019           X 

Fragmentation 
analysis (B9, B10) 

Feb, 15th 2019          X X 

Backbreak analysis Feb, 21th 2019  X      X    

 

Each blast consists in a single row of 7 89 mm holes with a burden and a spacing of around 3 m, 

the benches height is 12 m. The blastholes were executed, with a nominal inclination of 20º, by a 

Tamrock DX-800 with an installed measuring-while-drilling system (MWD). The charge was a 

Pre-blast  
measurements 

Simultaneous   
measurements 

Post-blast  
measurements 
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double salt emulsion sintetized with microspheres (Riomex DS10000) experimentally 

manufactured by MAXAM; electronic detonators were adopted as initiation system. The stemming 

consists of drilling chips. Figure 2.11 shows the 6 blasts at the bottom of the pit. 

 

Figure 2.11: reciprocal positions of the six blasts 
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3. Basic concepts 

In order to characterize the rock mass behaviour in blasting, strength properties of the intact rock 

are not sufficient, as geotechnical conditions of the rock mass affect blast results, due to its 

heterogeneity and anisotropic nature. Primary causes of these differences with respect to intact rock 

conditions are discontinuities derived from joints, faults, bedding planes (sedimentary rocks) and 

foliations (metamorphic rocks). Mechanical discontinuities represent the majority of the “planes of 

weakness” of the rock mass, reducing shear strength along the plane and tensile strength 

perpendicular to the plane, in comparison to the intact rock nearby it.  

3.1 The origins of discontinuities 

First of all, a general classification into two main groups of discontinuities is necessary: relevant 

discontinuities (scale of centimetres), which can cause an effective variation of the rock mass 

behaviour, and integral discontinuity which do not change it. An integral discontinuity could be 

due to foliation in gneisses caused by segregation of minerals into distinct bands or the change in 

grain size and mineral content observed in sedimentary rocks (Slob, 2010). However, this type of 

discontinuity may become of mechanical relevance as a result of weathering or stress conditions 

changes: for example, in some metamorphic rocks, weathering of their internally aligned mineral 

grains, can develop marked mechanical discontinuities. Others factors, such as stress release, can 

be added to weathering causing displacement and distortion. On the other hand, other factors, such 

as cementation or mineralization, can sometimes cause a marked discontinuity to become an 

integral discontinuity. 

In all cases, the style of the resulting deformation depends on interactions among a number of 

physical and chemical factors (Slob, et al., 2010), including: 

 the severity of the strain forces; 

 the degree of confining pressures; 

 temperature; 

 the rate at which the deforming forces are applied; 

 the rate at which the deformation proceeds; 

 the presence and pressure of pore fluids; 
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 the composition of the rock, and the presence of fluids in the porous media. 

In general, discontinuities are due to past large-scale geological processes like tectonics, volcanism, 

shearing, metamorphism, uplift, sedimentation, etc. These phenomena can induce different types 

of anisotropy in the rock mass: joints, faults, shears, foliation, fractures and bedding planes. 

3.2 Geometrical properties of discontinuities  

Identifying and evaluating discontinuities characteristics is a crucial aspect to consider in blasting 

engineering. In order to achieve this goal, geologists and engineers refer to the four following 

geometrical properties: 

 Orientation: it is composed by two variables, the dip direction and the dip angle of planes. 

The former is a line perpendicular to the intersection of the plane with the horizontal and  

is usually referred to the North. The latter is the maximum declination of the plane with 

respect to the horizontal and it is measured in degrees (Slob, 2010). Often, the normal vector 

exiting the plane is used to define the orientation, especially when a hemispherical 

projection is required (useful for the recognition of discontinuity sets). Usually there are 

one or more preferred orientations (sets) in a rock mass and the individuation of these 

families is the key for characterization. 

 

 Spacing: it is useful to define the average distance between the discontinuities in order to 

predict blocks maximum size (especially in mining activities) and mechanical behaviour 

(blastability and excavatability). Spacing can be measured with three different methods (i.e. 

total spacing, set spacing, and normal set spacing). Total spacing is the distance between 

a pair of adjacent discontinuities measured along a scanline. Set spacing is instead the 

measured distance only between joints of the same set. Finally, the scanline for normal set 

spacing must be perpendicular to the average orientation of that set. A schematic 

explanation is shown in Figure 3.12.  
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Figure 3.12: schematic representations of total spacing (top), set spacing (centre) and normal set spacing 
(bottom), (Slob, 2010) 
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 Surface roughness: it is responsible of interlocking between rock blocks (large scale) and 

influences the local shear strength (small scale). Smoothed and planar interfaces have minor 

shearing resistance than the stepped or undulated ones. Shear strength can be calculated by 

the friction angle of the intact rock and the geometry of the discontinuity roughness profiles. 

In particular, small displacements are mainly governed by second-order asperities, but large 

displacements depend more on those of the first-order (Patton, 1966). A schematic model 

is shown in Figure 3.13. Generally, this parameter is not considered in current rock factors 

indexes. 

 

Figure 3.13: Simplified bilinear shear criterion for a joint with a regular set of triangular shaped 
asperities (Hack, 2003) 

 

 Persistence: it is the length of the joints plane. Indeed, sometimes fractures end within the 

intact rock, whereas in other cases these end against other fractures, thus individuating a 

rock block. The careful observation of this property is helpful to understand the geological 

history of the rock mass: later joints tend to be shorter, ending either against earlier ones 

(abutting discontinuities) or within the intact rock (non-persistent discontinuities), whereas 

the earliers are longer and continuous (persistent discontinuities). Differences between 

those three types of persistence are shown in Figure 3.14. This property is neither 

considered in rock mass indexes. 
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Figure 3.14: schematic representation of non-persistent, persistent and abutting joints (Slob, 2010) 

3.3 Effect of rock mass characteristics in fragmentation  

The ideal condition of an intact rock is rarely found in nature; in fact, a rock mass has a lot of 

anisotropic characteristics, causing a complex behaviour in shear creation. Also, pre-existing 

fractures can cause a change in the orientation of the stress regime, completely altering the 

conditions. Spacing and orientation of shear failure plans are dependent on both bedding planes 

and mineral internal distribution. For this reason, a careful geological analysis of the number and 

types of joints is of great importance for blast design towards proper results in terms of 

fragmentation and rock motion. 

Response of the rock mass to blasting can be very different depending on the orientation and the 

number of joints, even under the same external conditions. Figure 3.15 schematizes how two 

different fracture structures can affect differently the mechanic behaviour of the rock mass. Sizes 

and shapes of rock blocks are dictated by intersections of discontinuities: for this reason, few joints 

differently oriented between each other can have a greater effect on stability than a great number 

of pseudo-parallel joints. 
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Figure 3.15: different mechanic beahaviour in relation to the different fractures structure (Barton,1978) 

In rock blasting many studies tried to give a “rock factor” definition to incorporate rock mass 

characteristics in prediction formulas of fragmentation or mucking efficiency. Prediction of the 

size distribution of the fragmented rock constitute a challenge that has been undertaken for decades. 

These models incorporate the rock mass characteristics, the blast design parameters and the 

explosive properties. The blasting engineer has now the means, in the form of formulae, to relate 

the parameters of a given size distribution function to the rock properties and the blast design 

parameters (Sanchidrián, et al., 2016).   

Another relevant aspect to consider for rock mass characterization is the orientation of the joints 

with respect to the free face to blast. To explain this concept three main cases are shown in Figure 

3.16. 

a) Shooting with the dip 

b) Shooting against the dip 

c) Shooting along the strike  
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Figure 3.16: three different blasting configurations funtion of the orientation of the joints with respect to 
the free face: shooting with the dip (top); shooting against the dip (centre); shooting along the strike 

(bottom) (Hustrulid, 1999) 
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Those different conditions highly influence blast results, in particular can affect the backbreak, the 

toe removal efficacy, the condition of the residual pit floor and the displacement of the muckpile. 

In Table 3.3, different behaviours of the rock mass are shown.  

Table 3.3: different behaviour of the rock mass in funtion of the blasting configuration (Hustrulid, 1999) 

 Backbreak Toe removal 
problems 

Floor 
condition 

Muckpile 
displacement 

Shooting with the dip high low smooth high 

Shooting against the dip low high rough low 

Shooting along the strike irregular high sawtoothed low 

 

As observable, if backbreak does not presents a problem, the best configuration is found when 

shooting with the dip. Certainly, the shooting along the strike condition is the worst one; in this 

case, a re-orientation of the free face is recommended.  

Clearly, real conditions are different compared to those previously introduced; however, a more 

complex structure of joints is commonly found. For this reason, the rock factors estimation is quite 

difficult to obtain. For the achievement of this study, results of joints sets orientation and spacing 

from LiDAR scanning and photogrammetry will be the input for the calculation of the two rock 

factors: Blastability index and Rock mass discontinuity factor. Then, will be also important to 

assess the uncertainty in the measurements. 

3.3.1 Blastability index (Kuz-Ram model)  

Different models to predict fragments mean size and fragment size distribution have been 

developed since the ‘930s and have been improved during the years.  

One of the most relevant is the Kuznetsov’s formulae (1973), which express the mean fragment 

site xm (Cunningham, 2005): 

𝑥 = 𝐴 ∙ 𝑞ି.଼ ∙ 𝑄
భ

ల  eq.1 

where A is a rock strength factor in the range 7-13, q is the powder factor (kgTNT.EQ./m3), and Q is 

the charge per hole (kgTNT.EQ.). 
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The amounts of explosive in the powder factor and in the charge per hole are given in TNT 

equivalent mass, which can be calculated multiplying the mass of explosive by its relative strength 

with respect to TNT. So, if q and Q are referred to the explosive mass, the equation 1 can be written 

as:  

𝑥 = 𝐴 ∙ 𝑞ି.଼ ∙ 𝑄
భ

ల ∙ 𝜃ି
భవ

యబ  eq.2 

where θ is the explosive relative strength with respect to TNT and xm is the mean size of a Rosin-

Rammler distribution. 

In 1983, Kuznetsov’s formulae was spread by Cunningham who referred to ANFO and not to TNT 

anymore. In this case, the median fragment size x50 is expressed by: 

𝑥ହ = 𝐴 ∙ 𝑞ି.଼ ∙ 𝑄
భ

ల ∙ ቀ
ோௐௌ

ଵଵହ
ቁ

ି
భవ

యబ  eq.4 

where RWS is the relative weight strength (which is always referred to ANFO) of the explosive and 

115 is the relative weight strength of TNT. Furthermore, the blastability index A is now expressed 

as: 

𝐴 = 0.06 ∙ (𝑅𝑀𝐷 + 𝑅𝐷𝐼 + 𝐻𝐹)   eq.5 

This formula derives form Lilly (1992). Meanings of involved parameters of this formula are 

expressed in Table 3.4. 
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Table 3.4 parameters involved in the Blastbility index formulae (Cunningham, 2005) 

RMD   (Rock mass description) 
Powdery/friable   10 

Vertically jointed      JF (*) 

Massive   50 

JF (*) =JPS+JPA   (Joint factor) 

JPS   (Joints plane spacing) 

 SJ < 0.1 m   10 

 0.1 ≤ SJ < 0.3 m  20 

 0.3 m ≤ SJ < 0.95·(B·S)1/2   80 

 SJ > (B·S)1/2    50 

JPA   (Joint plane angle) 
Horizontal  10 
Dip out the face  20 
Strike perpendicular to the face  30 
Dip into the face   40 

RDI   (Rock density influence) 

=25·RD-50    

HF   (Hardness factor) 
=Y/3          if Y < 50   
=UCS·5      if Y > 50    

SJ : average joint spacing; B: burden; S: spacing; Y: Young’s modulus (GPa); 
 UCS: uniaxial compressive strength (MPa); RD: rock density (t/m3). 

In 2005, Cunningham corrected his formulae by adding a delay-dependent factor At (Bergmann, et 

al.,1974) and a factor C(A) for the correction of the median size (0.5<C(A)>2.0). The final 

expression is: 

𝑥ହ = 𝐴 ∙ 𝐴௧ ∙ 𝑞ି.଼ ∙ 𝑄
భ

ల ∙ ቀ
ோௐௌ

ଵଵହ
ቁ

ି
భవ

యబ
∙ 𝐶(𝐴)    eq.6 

where At is defined as: 

𝐴௧ = 0.66 ∙ ቀ
௱்

்ೌೣ
ቁ

ଷ

− 3.13 ∙ ቀ
௱்

்ೌೣ
ቁ

ଶ

− 1.58 ∙ ቀ
௱்

்ೌೣ
ቁ + 2.1 if  

௱்

்ೌೣ
< 1 eq.7 

𝐴௧ = 0.9 + 0.1 ∙ ቀ
௱்

்ೌೣ
− 1ቁ        if  

௱்

்ೌೣ
> 1 eq.8 

and  
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𝑇௫ = 15.6 ∙


ು
  eq.9 

where ΔT is the in-row delay in ms, B is the burden in m and cP is the P-wave speed in m/ms. As 

dictated by equations 7 and 8, At is not continuous when the ratio ΔT/Tmax is equal to 1; a possible 

correction could be replacing the constant term 2.1 in equation 7 by 2.05 (Sanchidrián, et al., 2016). 

Equations 1 and 2 are written for the mean size (xm) of a Rosin-Rammler distribution that was 

assumed to accurately describe the fragmented rock, from which the name “Kuz-Ram model”. The 

Rosin-Rammler, or Weibull, cumulative distribution function is (Cunningham, 2005): 

𝑃(𝑥) = 1 − exp ቂ− ቀ
௫

௫
ቁ


ቃ = 1 − exp ቂ− ln 2 ቀ

௫

௫ఱబ
ቁ


ቃ   eq.3 

where xc is the characteristic size (the size for which the passing size is 1-1/e, or 63.2%), n is a 

shape factor and x50 is the median size. 

Calculation of Blastability factor A for all six scans will be done in paragraph 6.1. 

3.3.2 Rock mass discontinuity factor (xp-frag model) 

Another model was recently defined by Sanchidrián and Ouchterlony and derived from the asteroid 

collision theory. This is a distribution-free model that, for different percentage passing, gives 

fragment sizes based on rock mass and blast characteristics (Sanchidrián, et al., 2016). By this way 

a particular distribution function is not needed. A better performance was observed with respect to 

classical models as “Kuz-Ram” or “Crush-zone” ones. 

The model was calibrated using fragmentation data collected from 169 blasts published in 

literature. This approach consists in the description of discontinuities by means of a combination 

of only two terms: a joint spacing term JS and an orientation term JO. Then, the Rock mass 

discontinuity factor JF is now defined as:  

𝐽ி = 𝐽ௌ + 𝐽ை   eq.10 

The first term is formulated as a non-dimensional ratio, but a limiting values as is required for large 

joint spacing, so: 

𝐽ௌ = min ൬
ௌೕ

ೕ
, 𝑎௦൰   eq.11 



Politecnico di Torino – Universidad Politecnica de Madrid Maurizio Bernardini 

Page 29 of 140 

 

where Sj is the discontinuity mean spacing and Lj is a characteristic size (best experimental fits are 

obtained when the burden value is used). The parameter as is expressed as a function of the fraction 

passing value P normalized to 1 (0.05≤P≤1): 

𝑎ௌ = 0.4539 + 0.1557 ∙ 𝑃ିଵ.ଵଶଷ ∙ (1 − 𝑃).ଵ  eq.12 

The second term of equation 10 is defined as: 

𝐽ை = 𝑎ை ∙ 𝑗  eq.13 

where joi is the Lilly’s joints orientation index normalized to 1 (Lilly, 1992). The joint orientation 

term JO describes the relative difficulty of the blast to break the toe depending on joints orientation 

with respect to the free face. The joint orientation index joi varies between four values: 0.25 

(horizontal), 0.5 (dipping out of free face), 0.75 (sub-vertical striking normal to the free face), and 

1 (dipping into the free face or no visible jointing). The functional form of the constant aO is 

expressed in equation 14, in terms of the fraction passing value P. This parameter allows to give to 

JO a weight similar to JS. 

𝑎ை = 0.05431 + 0.1737 ∙ 𝑃ିଵ.ଵଶ  eq.14 

For this study, P will be given a value of 0.5, which is equivalent to the calculation of the rock 

factor JF to predict the median size x50.  

Then, the main equation of the xp-frag model, which defines the percentile size xP, is: 

௫ು


= 𝑘 ∙ 𝐽ி ∙ 𝑘ଶ

 ∙ ቀ
ఙ

∙
ቁ



∙
ଵ


ഊ∙಼ ∙ 𝑓௧  eq.15 

where: 

 k is a fragment shape factor that depends on the percentile P; 

 k2 is a bench shape factor: it is powered to h that is a function of P; 

 σ is the rock strength (MPa); 

 q is the powder factor (kg/m3); 

 e is the heat of explosion (MJ/kg); 

 Lc is the characteristic size: it is powered to λ that is a function of P; 

 ft is a time function of a non-dimensional delay factor. 
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Further considerations about the factors of the equation 15 are available in Sanchidrián and 

Ouchterlony (2016). Calculation of Rock mass discontinuity factor JF for all six scans will be done 

in paragraph 6.2. 

The numerical value of both parameters is directly proportional to the fragments size resulting after 

the blast, this means that it is inversely proportional to the fragmentation that can be obtained. In 

fact, the more unfavourable are the conditions, the higher is the values of the parameters involved 

in the calculation formulae.  

3.3.3 Clarification on the models 

When carefully analysing the previous two paragraph it is notable that in neither one of the two 

models the parallel-to-face joints are considered. In fact, the joint plane angle JPA and the Lilly’s 

joints orientation index joi assume values only for 4 categories of joints: horizontal, dipping out the 

face, striking perpendicular the face or dipping in the face. However, an eventual set that presents 

parallel to the face it is not taken in count for the definition of the two rock factors.  

There is a reasonable explanation for this lack. Usually, the benches in open pit exploitations have 

a low number of families of discontinuity: this allows to avoid blasting in a direction that implies 

the presence of a parallel set. In fact, this configuration is inconvenient to obtain an optimal 

fragmentation of the rock mass for different reasons. The explosive detonation energy would be 

dissipated; the gases developed, in fact, would leak out from the rock mass through the parallel set 

(same behaviour of the striking perpendicular sets). Furthermore, those fractures would prevent the 

propagation of the induced cracks towards the free face, then generating greater blocks size. This 

problem is schematically presented in Figure 3.17. 
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Figure 3.17: schematically representation of the prevention of the propagation of the induced cracks by 
the presence of parallel-to-face joints 

Moreover, the probability of the presence of a set of joints parallel to the free face is relatively low, 

and this is a further reason why models do not consider it. 

As will be explained in this study, the investigated area presents at least 3 different sets of 

discontinuities, so orientating the blast to avoid this problem is quite difficult. One of the resulting 

sets (the subvertical in South-West direction one) is unfortunately right parallel to the free face, so 

it is necessary to introduce a calibrated value for the joint plane angle JPA and the Lilly’s joints 

orientation index joi. 

In particular, for this set, the same parameter values used for “dipping into” sets are assumed 

because this case represents a similar adverse condition. Then, a value of 40 was assigned to the 

JPA parameter and a value of 1 to the joi. 

3.3.4 Stereographic projections 

In general, a stereographic projection allows to represent the surface of a sphere on a plane. When 

the sense of the vector is not relevant, as in this study, it is necessary to consider only the inferior 

hemisphere.  

It is possible to use two main different projections: 

 Wulff projection: the points belonging to the inferior hemisphere are projected on the 

horizontal plane (passing through the centre of the sphere) using the superior pole (zenith) 

of the sphere as projection pole. The Wulff diagram introduces a sensible areal distortion, 

then density conditions could be distorted and the statistical analysis of data prevented. On 

bench face 

borehole 

possible crack 
interrumptions 

parallel joints 

induced cracks 
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the other hand, it is an equiangular representation, so it is mainly used to represent poles 

because keeps angles undistorted. 

 Schmidt projection (or Lambert projection): to avoid distortion of the previous case, this 

second diagram is often used to represent poles density. In fact, in this case, the distance 

between the point and the centre of the circle is modified to make equiareal the 

representation. 

Then, two different nets can be applied to represent planes or poles. The equatorial net consists in 

“great circles” and “small circles” which present the planes dip angle as 90º at the centre and 0º at 

the external circumference. The polar net, instead, consists in radial axes and coaxial circles which 

present the poles dip angle as 0º at the centre and 90º at the external circumference.  

The four possible combinations are presented in Figure 3.18. 

 

Figure 3.18: four types of stereographic projection  
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In this study, the Wulff projection and the polar net are adopted to represent poles with no angular 

distortion. On the other hand, the Schmidt projection and the equatorial net is used to represent 

poles density with no areal distorsion. 
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4. Methods 

The face data acquisition was executed with two techniques of remote sensing with completely 

different procedures and principles. The laser scanning one provides to collect information about 

a very high amount of points during an approximately 30 minutes surveying, while the 

photogrammetry procedure is consistently faster. On the other hand, the first method requires a 

relatively short processing time, while the second imply the spending of different hours of off-site 

analysis by the operator. This main difference is due to the nature of the post-processing procedure. 

A semi-automatic analysis is adopted, on the laser scanning data, by the Discontinuity Set Extractor 

software. Instead, a manual mapping of the discontinuities is executed, on the photogrammetry 

data, by the operator.  

Both methods will be described in detail in paragraphs 4.1 and 4.2. 

4.1 LiDAR scanning  

The 3D laser scanning technique of Light Detection And Ranging (LiDAR) is based on the time of 

flight between the laser source (equipment) and the target (in this case a free face).  LiDAR relies 

on a sensor that measures the time spent by the laser pulse to be reflected at the source, and then 

analyses the wavelengths collected. This technology gives a useful 3D model of the target as 

output, and for this reason it could be applied in a lot of fields, such as monitoring, topography, 

forensics and cultural heritage documentation. The combination of laser scans with digital images 

taken from the same location allows the creation of realistic models in a very short time. Leica 

Scanstation C10 (in Figure 4.19) can scan and take images at the same time, and to each point of 

the 3D cloud detected the RGB colour of the corresponding image pixel is given. However, no 

images were collected in this work. 

Nowadays there is an increasing trend in using this tool for assessment of geotechnical conditions 

of the rock mass. In mining, this technique is mainly used to calculate volumes of ore deposits, 

scanning periodically muckpiles. In this study instead, laser scanning is used for the detection of 

fractures, planes and discontinuities families of a rock free face, for its geological characterization. 

In particular, it is possible to gather a lot of data about discontinuities: orientation, spacing, RQD, 

and persistence. 
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Figure 4.19: positioning of the laser scanner during the training on-site in El Aljibe quarry 

4.1.1 Equipment 

The equipment used for the measurements is a Leica Scanstation C10, that includes a unique 

portable series of instruments: laser, video camera, data storage and a touch display to control the 

operations. Thanks to the Smart X-Mirror™ design, the platform can do a high accuracy and long 

range scanning. This component also allows to spin and oscillate automatically the mirror, a 

fundamental part for the laser direction. Furthermore, this design guarantees the alignment of the 

video camera to the laser, to achieve a better targeting and mapping of scans and to let the user 

conduct full-dome scans in a few minutes (the detection speed ensure collect 50.000 points per 

second). The covered field of view (FoV) is 360˚ x 270˚, the shadow cone is due to the presence 

of the instrument and the tripod, like Figure 4.20 shows. 
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Figure 4.20: scanstation field of view  

The laser beam can reach targets at 300 m distance and clearly, the nearest the target, the higher 

the accuracy. 

The instrument includes different components, shown in Figure 4.21; the overall system is designed 

to be user-friendly and fast to install, also under adverse conditions. Nevertheless, a previous off-

site training is needed to understand and learn all the installation and use procedures. Relatively 

with the figure, the components are the following: 

a. Scanstation C10; 

b. Laptop, not supplied with system (not necessary); 

c. Ethernet cable (not necessary); 

d. Internal batteries; 

e. AC power adapter; 

f. Power cable; 

g. AC power supply for charging station; 

h. Charging station and battery pack; 

i. Tribrach; 

j. Tripod; 

k. Transport container for Scanstation C10; 

l. Alternative transport container for Scanstation C10. 
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Figure 4.21:scanstation components 

It is important to check the charge status of the batteries before use and make sure to have a USB 

unit to store outputs at the end of the measurements. The overall system is quite heavy, so it is 

preferable to bring it as near as possible to the point of measure on a van. 

Besides these, a sufficient number of targets (in this study 6 targets where positioned on the free 

face scanned) and a total station to reference all objects (scan station and targets) to a global 

reference system (GPS) are also needed. Targets consist in 6 red disks with 20 cm diameter; 3 of 

them are located near the crest and 3 close to the bottom of the free face. Those markers are 

recognizable in the 3D cloud of points of the digital model enabling the referencing to the global 

system (GPS) or, in case of multiple scans, to one another. 

A careful collection of coordinate data is of great importance, since all measurements would be 

useless if it is impossible to reference the model correctly. 
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4.1.2 Principles  

The electromagnetic radiation used in laser scanning has a wavelength between 500 and 1,700 nm 

(Jaboyedoff et al., 2009): this range ensures a proper scan of the target, as this can be very different 

in relation to the specific application (rocks, rain, aerosol, particulate airborne, non-metallic object, 

etc.). The beam (or a pulse series) is a directional, coherent, in-phase and highly collimated 

electromagnetic radiation: this guarantees an extremely fast recording rate and a large amount of 

3D information of the terrain.  

The target surface reflects waves via backscattering; indeed, the instrument cannot detect returning 

waves if only pure reflection takes place. Terrestrial Laser Scanning (TLS) allows the calculations 

of distances of points that are several hundreds of metres far (up to 300 metres with Leica 

Scanstation C10) with a centimetre accuracy. This is possible thanks to the measure of the “time 

of flight” (Δt) of the laser beam, which travels at the light speed (c). In this way, the software can 

calculate very easily the distance (d) of every point. 

2 ∙ 𝑑 = ∆𝑡 ∙ 𝑐   eq.16 

𝑑 =
∆௧∙

ଶ
   eq.17 

Figure 4.22 shows the operational scheme of the platform, which relies on the “time of flight” 

method. The angle reference ensures positioning of a point in the local coordinate reference system 

of the scanner. In the scheme, it is observable how the transmitted pulse has a one-pick Gaussian 

shape, but the reflected one is delayed and distorted. Given the line of sight direction and the 

attitude of the device (roll, pitch and yaw), the instrument gives to every single point a position (X, 

Y, Z) in its own local coordinate reference system using simple trigonometric equations. 

Furthermore, the intensity of the reflected signal is detected, depending on the beam wavelength, 

type of material, soil moisture and angle of incidence (Jaboyedoff, et al., 2012). The beams impact 

on an area of variable dimension in function of the distance from the transmitter unit; in fact, the 

cone of the pulse series opens by moving away, so that the area will be gradually increasing. 
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Figure 4.22: operational scheme of the platform (Ravanel, et al., 2014) 

Current technologies rely on powerful laser transmitters, high-performance opto-mechanical 

reflectors and precise receivers, thus generating pulses at very high speed that, in turn, allows the 

scanner to transmit and receive thousands of pulses per second. 

4.1.3 Measurements 

First, it was necessary to learn how to use the equipment at three main levels: installation, scanning 

procedure and data transfer. This training stage was made both off-site and on-site. 

Off-site training: definition of user instructions 

The instruments were rented from the School of Forestry and Natural Resources (UPM), arrived at 

university on October 23th, 2018 and were tested indoor. A bookshelf served as the object of the 

scan, and the guidelines provided in Fernández (2018) were essential during this phase. The main 

steps that were followed are: 
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1. Tripod installation: open the tripod legs until the chains attached to them arrive to tension; 

2. Install the Scanstation C10 over the tripod: fix it to the tripod by means of the nut; 

3. Instrument levelling: focusing on the incorporated bubble, turn the first two foot screws in 
opposite rotation directions and then third one in order to centre the bubble; 

4. Turn-on the scanner: press the Start button, then Main menu will appear in a few seconds; 

5. Create new project: enter the Manage menu, then create, name and store a new project; 

6. Define station name, origin position and azimuth: enter New station setup, name the new 
station, set origin as x=0, y=0, z=0 (this means the station will be taken as origin) and the 
azimuth as zero (this means that angles will be calculated starting from the orientation of 
the scanner when this is turned on); 

7. Quick scan: it is first necessary to execute a quick scan with low resolution to define a scan 

window. To execute the quick scan, enter the Scan parameters menu where it is possible to 

choose the Field of view of the scan manually rotating the station and fixing limit horizontal 

angles. Then choose the Low resolution option and start clicking on Scan button. This 

process will take only two or three minutes in which station will move automatically, 3D 

directing the laser beams; 

8. Window selection: at the end of step 7, a rough image of the free face will appear, and 

through the Fence command it is possible to sweep the area of interest in the image 

(surrounding only the useful free face); 

9. Scan: go to the Scan parameters menu, in the Field of view section the references of the 

previously selected window will automatically appear. After, set the Resolution to Highest 

resolution and start the scan. This process will take approximately twenty minutes and will 

be stored in the station memory; 

10. Data transfer: insert a USB device in its slot and select the Tools menu and after Transfer 

section where the project can be selected and transferred; 

11. Shut-down the station: click on the ‘X’ button and then on ‘Yes’ to confirm to shut down 

the scanner. 

A variation of the scan resolution allows the user to change the horizontal and vertical spacing 

between collimated points of the free face, as shown in Table 4.5 (Fernández, 2018). Measurements 

in this study were all executed with Highest resolution setting, so 3D models at 100 m distance 
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would be constructed by clouds of points distant 2 cm from each other. However, measurements 

are taken at 35 m from the free face, then horizontal and vertical spacing will be approximately 

0.007 m. 

Table 4.5: resolution setting options 

Preset resolution Horizontal spacing (m) Vertical spacing (m) Range (m) 
Custom User defined User defined User defined 
Low 0.20  0.20  100 
Medium 0.10 0.10 100 
High 0.05 0.05 100 
Highest 0.02 0.02 100 

 
On-site training 
On October 23th, 2018 the measuring procedure was tested on-site; this phase was necessary to 

guarantee effectiveness during real measurements. During the test, both photogrammetry and 

LiDAR data were collected, allowing also to test different processing software. The laser scan was 

performed with different resolution setting to choose the more appropriate. 

The free face analysed and the positioning of the targets collimated by the total station are shown 

in Figure 4.23. Measurements were made at a distance of approximately 30 m from the face. 

 

Figure 4.23: analysed free face and positioning of the targets collimated by the total station (blast № 7) 
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Six blasts measurements  

As explained in paragraph 2.2, the blasting campaign consisted in monitoring the conditions before, 

during and after the 6 programmed blasts. Arnó company reserved a zone of the quarry for the 

SLIM project investigation (see Figure 2.11). This area was independent from the production area, 

thus scheduled activities of the quarry were not affected. The 6 free faces that were object of 

measurements are collected in Figure 4.24.  

    

    

    

Figure 4.24: six free faces object of measurements 
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Between each blast, the muckpile at the bench toe (shown in Figure 4.25) was removed to allow 

the operators to perform the next measurement. The material was charged on dumpers, transported 

out of the quarry, and stocked next to the processing plant for fragmentation analysis once the 6 

blasts were made. An example of muckpile is shown in Figure 4.26; those materials were then 

scanned to collect information about the fragmentation obtained.   

 

Figure 4.25: blasted material at the toe of the bench (blast № 7) 

 

Figure 4.26: stocked mukpiles for subsequent analysis on fragmentation (blast № 7) 
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4.1.4 Limitations  

The TLS technique has also some not irrelevant limits. The weight of the station amounts to 50 kg 

(excluding tripod and batteries): this affects its transport through steep or dirty road. Furthermore, 

the equipment has a high cost, making its use unfeasible for small-medium quarries in Europe. 

Finally, the relative complex post-processing of data requires several hours and computers able to 

work with huge amount of data. 

There are also others limitations about the positioning of the instrument: often the survey site is 

constituted by inaccessible areas that complicate the search for a suitable place to install the 

platform. It is thus necessary to find a compromise among the optimal positioning and the site 

characteristics. Also, the presence of blocks of rock, yard equipment or vegetation in the path of 

the laser beam could obstruct the measurements. Positioning targets at the bottom and at the top of 

the face is quite a dangerous operation because implies passing below and leaning out of the free 

face, so possible collapse could be a problem. 

The instrument precision is inevitably affected by the site unfavourable conditions, for example: 

bad weather, very brilliant ambient, parallel incident angles, poorly reflecting or very rough 

surfaces or particulate airborne. Those adverse events can limit the quality of results, even if the 

resolution of the scan is set at the highest value. Finally, a software which allows the manual 

analysis of the discontinuities is not provided yet. 

4.1.5 Data processing and analysis 

Before obtaining results from LiDAR acquired data some pre-processing operations are necessary. 

Firstly, the raw data are converted from .bin to .txt extension, then the model can be created, 

trimmed and referenced. Finally, after the definition of the required parameters, the discontinuities 

semi-automatic analysis can be executed. 

Data conversion with Cyclone software  

Data collected with Leica Scanstation C10 are transferred to a USB device with a .bin extension. 

To convert the files into .txt extension, the licenced software Cyclone (Leica Geosystem Inc., 2012) 

is used. The codification of the row data prevents the processing with common CAD type software. 
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The conversion phase is necessary to then import data in CloudCompare (Girardeau-Montaut, 

2017) for processing and managing operations. Both software can process points clouds by 3D 

laser scanner projects.  

3D model creation, trimming and referencing with CloudCompare 
software 

The exported scans, with .txt extension, are uploaded in CloudCompare, so that a 3D model is 

generated, consisting in a cloud of approximately 5-10 millions of points, each one made up of 

three spatial coordinates (x, y, z). Figure 4.27 shows an example of a resulting model. 

 

Figure 4.27: raw resulting 3D-cloud model by CloudCompare software (non referenced) 

Furthermore, trimming option allows to select and eliminate the undesired or incorrect points. In 

fact, even though the scan window being carefully chosen, as explained in paragraph 4.1.3, 

inevitably some points external to the face or some particulate airborne flying between the scan 

station and the face were collected. An example of trimmed model is shown in Figure 4.28. 
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Figure 4.28: trimmed model; all useless points are removed 

Then it is important to limit the resolution of the points cloud because a too high density of points 

can slow processing or even saturate the following analysing phases performed by the 

Discontinuity Set Extractor (DSE) software (A. Riquelme, 2015). For this reason, a subsampling 

tool was chosen as a solution to reduce the number of point of the cloud. A minimum distance 

spacing between points was varied until reducing the points number to approximately 500,000. 

This operation does not particularly affect the consistency of sampling and details, as explained in 

the following. Table 4.6 collects the original and final number of points of the models for each 

blast. The final minimum spacing varies between 0.22 and 0.25 m. 

Table 4.6: original and final number of point for each blast 

 Blast 7 Blast 8 Blast 9 Blast 10 Blast 11 Blast 12 

Original number of points 9,341,282 7,375,710 4,950,281 6,488,080 8,434,778 4,068,972 

Defined min. spacing for 
subsampling (m) 

0.025 0.025 0.025 0.022 0.022 0.025 

Final number of points 410,886 641,832 454,233 688,241 575,175 435,796 
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Finally, each model was geo-referenced to ETRS 89 UTM coordinate system. For this, 6 targets 

(same used for photogrammetry technique) were placed on the free face and surveyed with a total 

station to give them absolute coordinates. A Quarryman Laser System (QLS) was used for 

geometrical measurements; the typical accuracy of the instrument in distance is 10 cm and in the 

vertical and horizontal angles is 0.02º. For 3D model rotation and translation at least four targets 

were necessary, but all was all of them were used to reduce the error. Table B.22 (Appendix B) 

lists used coordinates for each control point of each blast. New absolute coordinates were given to 

the 6 picked points, that originally have the relative coordinates of the scanstation (see Figure 4.23). 

Rotation and translation matrixes were automatically generated by the software and so the 3D 

model was referenced. An example for blast № 12 is shown in Figure 4.29. 

 

Figure 4.29: rotation/translation matrix generated automatically by the software for blast № 12 

As notable in figure, the 4x4 matrix is the product of two matrixes: a rotation and a translation one; 

the relative factors are highlighted in red. The window of the CloudCompare software allows also 

to view the root mean square deviation (RMSD) resulting from the transformation that, in this 

case, is 0.045 m. 

The 6 picked points to whom new absolute coordinates to rotate and translate the model are 

assigned are shown in Figure 4.30. 

translation 

rotation  
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Figure 4.30: position of the six picked points to which are assigned new absolute coordinates 

Giving all 6 scans absolute coordinates allows visualizing at the same time, appreciating relative 

position of one face to others, like Figure 4.31 shows. 

 

Figure 4.31: relative position of one face to others 

B11 

B7 

B9 

B8 

B10 

B12 
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Discontinuities detection with DSE software 

The DSE (Discontinuity Set Extractor) software is used to detect structural discontinuities. It is an 

open source software that can process output data from different instruments, such as laser scanner 

and 3D digitizer. After importing the 3D points clouds, the software, based on Matlab functions, 

performs a density based analysis of the normal vector deviation. After a semi-automatic 

processing, DSE software can identify different structure sets and assign to each one the points of 

the cloud belonging to it (Buyer, et al., 2017). 

Riquelme programmed this software to extract discontinuities from a rock mass, identifying and 

grouping together the point members of the set. He resumed the analysis methodology in the steps 

shown in Table 4.7 (Riquelme, et al., 2014). 

Table 4.7: analysis procedure of the DSE software 

  

Semi-automatic analysis means that the software requires the choice of different calibrated 

parameters values and specific operations options by the operator, to explain its significance the 

whole procedure of the DSE software is presented: 

1. Local curvature calculation 

 

 This operation consists in the search of the nearest neighbour of every point of the raw 

data in order to create a set, then for each point the discontinuity orientation is 

determined. Firstly, a K-nearest neighbour is defined (knn) as a fixed number. In this 

study, due to the high resolution acquisition, it was necessary to take a high number of 

neighbours (knn=300).  

Local curvature calculation 
I. nearest neighbour searching  
II. coplanarity test 
III. plane adjustment, calculation of the normal vector  

Statistical analysis of the plane poles 
I. density estimation 
II. semi-automatic set identification 

Cluster analysis 
I. clustering 
II. plane generation 
III. error fitting test (tolerance) 
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 Later, a coplanarity test was executed to verify whether the points of the sets were 

coplanar to their nearest neighbour. For this operation it is necessary to define a 

tolerance parameter (ηmax) that represents the maximum allowable deviation in a subset 

of points: by this way only reasonable planes are taken in consideration.  To represent 

the data properly a value of 20% was given to ηmax. 

 Finally, a best-fit plane adjustment was executed and then the normal vector was 

calculated, this process is made for all found subsets. 

 

2. Statistically analysis of the plane 

 

 Different discontinuity sets are individuated within the whole rock mass, then 

orientation of the principal ones is determined. Projecting the planes poles on a 

stereographic representation allows calculating their density in each region, then the 

local maximum is defined. In this phase it is important to control two parameters for 

de definition of the local maximum: the cone filter angle and the max. poles filter. The 

former is the angle between the associated normal vector and the assigned principal 

plane normal vector. The latter, instead, defines the maximum number of sets to find. 

 Now, the software recognizes points belongings to the same discontinuity set (semi-

automatic identification) and is able to assign them to the closest principal family. 

 

3. Cluster analysis 

 

 The clustering is carried out to group different subsets into the same cluster and, to do 

this, a density-based algorithm is used. The recommended value of 1.5 is given  to the 

standard deviation parameter (k sigmas), which discriminates the merging of two 

clusters . The point per cluster parameter, instead, allows excluding planes constituted 

by a number of points smaller than the ppc value. Changing this parameter can be useful 

in order to obtain a reasonable normal spacing value (view paragraph 5.1).  

 The points that belongs to the same discontinuity plane are localized. A discontinuity 

plane is a group of points from the same discontinuity set that correspond to a planar 
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surface. Then, the plane equations of the discontinuities are calculated to 

mathematically define the planes.  

 Finally, a check of the quality of the data fitting is done: the error, defined as the point-

plane distance, must be minimum. 

 

Even if for the assignation of parameter values were followed the recommendations of Riquelme 

(2014), some inputs were changed in order to have a best result, according to the characteristics of 

the scans. For example, the assumed knn parameter value (300) is significantly higher with respect 

to the suggested one (15-30): this is due to the high resolution of the scans analysed. Processing a 

large number of points with a knn=30 results in an excessive number of clusters. In Table 4.8 both 

recommended and calibrated parameters values are presented. 

Table 4.8: recommended and calibrated values of the input prameters 

 Parameter Simbol 
Recommended 

value 

Calibrated 

value 

Local curvature  
K-nearest neighbor knn 15-30 300 

Tolerance (%) ηmax 20 20 

Principal planes 

calculation  

Min. angle between 

principal poles (˚) 

angle min v 

ppal 
10 20 

Min. angle between 

associated vector 

and pp vector (˚) 

cone 30 20 

Cluster analysis 
Standard deviation k sigma ~1 1.5 

Point per cluster ppc 100 100 

 

The results of the semi-automatic analysis made with DSE software on LiDAR scanning data are 

presented in paragraph 5.1. 
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4.2 Photogrammetry  

The photogrammetry was executed as a second method to monitor the pre-blast conditions of the 

free face. This technique bases on measuring distances from photos, by this way can be assigned 

the relative position to every point of the framed surface. In this study, the aim of photogrammetry 

data acquisition is to create a 3D digital model of the bench starting from more images taken from 

different positions. In Figure 4.32 is shown as the operator frames the free face where six red target 

are positioned to allow a later geo-referencing of the resulting points cloud. From this model will 

be possible to characterize the rock mass by a manual mapping of the joints structure. To perform 

this analysis, the ShapeMetriX 3D software (3GSM, 2010) was used. 

 

Figure 4.32: configuration for photogrammetry data acquisition; the operator frames the free face 
(yellow) where the six targets (red) were positioned to allow geo-referencing the resulting 3D model 

This methodology is used more than the LiDAR one, then, it is considered as more reliable. The 

results from photogrammetry (in paragraph 5.2) were obtained after the ones from the laser 

scanning to avoid to influence the operator’s decisions during the manual mapping phase.  
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4.2.1 Equipment 

The needed equipment for the acquisition of data is very simple, this allows to use this technique 

in almost every site and complete the operation rapidly. For the measurements a digital camera 

Canon EOS70D was used, equipped with two optical lens (20Mpixel): a Tamron 17-50 mm and a 

Sigma 10-20 mm. Figure 4.33 shows the instrument with its accessories (USB cable and spare 

battery) and the targets used for referencing (same used for laser scanning). 

  

Figure 4.33: photogrammetry equipment consists in a Canon EOS70D camera (left) and six targets (right)  

Before installing the camera on the tripod, a meter was used to define the position of a “baseline” 

from which the acquisition is performed. In this study, a 35 m distance from the free face and an 

axle spacing of 4.5 m between photos was adopted. 

4.2.2 Principles 

Since the middle of the 20th century, photogrammetry was used in order to obtain reliable 

measurements from images of different objects. By photographing the environment, for example, 

it is possible to trace back the real dimensions of its constituent parts. 

Nowadays photogrammetry consists in creating a 3D model starting from a stereographic image 

pair: two pictures of the same object taken from different positions. A software module allows to 

convert a 2D into a synonymous 3D image; this ensures to collect much more information when 

off-site processing is executed. In particular, geological, geotechnical and geometric information 

are the aim of this technique (SMX Manual, 2010). It also possible to merge different models 
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together in order to cover the entire desired area. Principles of the photogrammetry are schematized 

in Figure 4.34. 

 

Figure 4.34: scheme of photogrammetry acquisition, the pair of photo is taken on an imaginary baseline 
at a precise distance from the face (UShapeMetriX3D User Manual, 2010) 

4.2.3 Measurements  

On-site training: user instruction 

On 23th, October 2018 photogrammetry procedure was tested together with laser scanner and other 

equipment. During the test was studied a scheme to reproduce for the measurement of every blast. 

Instruction in ShapeMetriX manual were followed to position the camera (SMX Manual, 2010); 

the values of the imaging distance D from the free face and the baseline on which the photos are 

taken are listed in Table 4.9. The range of the axel spacing S (from D/8 to D/5) between each photo 

taken on that baseline is also expressed in function of D. 
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Table 4.9: ranges of the axle spacing S in function of the distance from the face D  

Distance from 
the face D (m) 

Axle spacing  
between photos S (m) 
D/8 D/5 

15 1.88 3.00 
20 2.50 4.00 
25 3.13 5.00 
30 3.75 6.00 
35 4.38 7.00 
40 5.00 8.00 

 

In this study, the measurements were executed at a distance of 35 m from the free face, so an axle 

spacing of 4,5 m was adopted. Being the face from 20 to 25 m long, every series consists of a 

number of photos from 4 to 6. A schematic representation is shown in Figure 4.35. 

 

Figure 4.35: final configuration for photogrammetry acquisition of the six photos; in red are represented 
the six targets to then reference the model 

Image taking is important to respect few simple precautions: 

 Before starting acquisition is necessary to auto-adjust the focus of the lens with the 

automatic setting, then it is switched to the manual one till the end of measurement; 
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 The zoom has to be set up at 17 mm and it is unchanged; 

 While taking photos the camera must be more perpendicular to the free face as possible and 

the face has to occupy one third of the height of the entire image (centrally and horizontally 

positioned); 

 For each position 4 photos are taken, the first including an operator hand indicating the 

number of the points of acquisition and other 3 of the face (only one of them will be really 

used, but as a precaution is convenient to take more); 

 Finally, it is necessary to note if the series of images are taken starting from the left or the 

right, in this way is possible to deduct the position of all of these. 

Six blasts measurements 

Being photogrammetry executed just before the laser scanning on the same free faces (shown in 

Figure 4.24), what explained in paragraph 4.1.3 remains valid also for photogrammetry 

measurements. This technique was executed basing on instructions provided in Gomes (2017). 

4.2.4 Limitations 

Positioning targets at the bottom and at the top of the face is quite dangerous because it implies 

passing below and leaning out of the free face, so possible collapse could be a problem. Due to this 

risk, the targets cannot be positioned perfectly parallel to the face, so this can be the cause of 

eventual distortions in the created 3D model. 

If object on different planes are present, as large boulders and unloaded material in front of the 

bench, the quality of the model will be poorer. Also illumination condition could affect the results 

goodness, in fact, shadows can be misinterpreted by the processing software. 

Furthermore, when the face presents relevant irregularities, the final model could be incomplete or 

distorted in those areas that were not be visible from the acquisition position because of those 

protuberances.  

Finally, the positioning of the tripod on the precise point individuated in the acquisition scheme 

(explained in the previous paragraph), can be difficult when boulders or muckpiles in front of the 

face are present.  
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4.2.5 Data processing and analysis 

The ShapeMetriX 3D software allows processing raw data (2D photo) to create a 3D 

photogrammetric model and then analysing it from a geological and geotechnical point of view. 

This process is done by different modules of the program: 

 ReconstructionAssistant: from stereoscopic image pairs generates 3D images;  

 SurfaceTrimmer: edits a 3D image;  

 ModelMerger: merges more 3D images in one;  

 Referencer: georeferences control points (targets);   

 Analyst: geological and geotechnical parameters. 

3D model creation 

To create the model is necessary to load a pair of stereographic photos in the 

ReconstructionAssistant module; in particular, two subsequent photos are chosen in the series 

acquired. If the series consists in 6 images for example, 3 models will be created: the first with the 

image 1st and 2nd, the second with the 3rd and 4th, the third with the 5th and 6th.  

When loading the pair of images, the software needs a user adjustment to manually overlap as best 

as possible the 6 targets of one photo to the 6 of the other one. However, a remaining error exists. 

Then, it is necessary to mark with two lines the ends of the free face; in particular, the crest and the 

toe. As example, the resulting model for blast № 12 is shown in Figure 4.36; only the highlighted 

area will be useful for the following analysis.  
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Figure 4.36: original 3D model of the face by ShapeMetriX software (blast № 12) 

By the ModelMerger module it is also possible to merge two or more different models to increase 

quality, in this study was chosen to skip this operation because of a distortion problem in the result. 

However, the possible improvements to achieve were not such relevant and the single model 

already has a good quality. Then, the operator chooses between the 3 results the one which does 

not show irregularities or shadows areas. The ModelMerger application would be necessary if both 

photos of the pair do not frame the entirety of the free face. 

Trimming and Referencing 

At this point of the process, the user can trim the 3D model created by the SurfaceTrimmer module. 

This phase allows to delete useless zones out of the desired free face area (highlighted in Figure 

4.36), reducing the number of points constituting the model and thus making the archive smaller. 

To reference the models with the Referencer module is sufficient to select all six control points and 

then give them coordinates (X, Y, Z) of the ETRS 89 UTM reference system. The same instrument 

of LiDAR procedure was used. After assigning position to the reference points, the software will 

automatically rotate and translate the 3D image. It is then possible to control the standard deviation 

between the original and the final coordinates of the targets, if its value does not exceed 0,01 m, 
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procedure can be reasonably considered accepted. As example, the resulting model for blast № 12 

is shown in Figure 4.37. 

 

Figure 4.37: trimmed and referenced 3D model of the face by ShapeMetriX software (blast № 12) 

Discontinuities detection 

Now the model is ready to be geologically and geotechnically analysed by the Analyst module. The 

operator has to manually mark, by a polyline or a plane, all the relevant joints that are visible in the 

3D model. Figure 4.38 shows the fracture structure relative to the blast № 9; in this case 163 

discontinuities were detected during a three-hour manual analysis. At every joint a family 

(structure set) was assigned, according to its orientation; different colours were given to each set: 

 red to the SvSE set (subvertical in South-East direction); 

 blue to the SvSW set (subvertical in South-West direction); 

 green to the Sh set (subhorizontal).  
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Figure 4.38: manual mapping of the joint sets for blast № 9. Subvertical in South-East direction set in red, 
subvertical in South-West direction set in blue and subhorizontal set in green 

In the figure it is notable as, at each polyline side, the software automatically draws the plane which 

best fit to the line; for this reason, is important to take care to the curvature of the line while 

marking. 

Then, an automatic clustering is executed by the clustering menu; at this point is necessary to 

choose some parameters: 

 Clusters maximum and minimum number: according to previous geological reports of the 

area a minimum of 2 clusters and a maximum of 3 were assumed; then, for the result plot, 

a 3 cluster option was selected; 

 Number of evaluations: was chosen a 10 iterations algorithm (higher option); 

 Membership angle maximum: according to different test and to the experience of 3GSM, 

the maximum angle allowed between two joints of the same cluster was set up to 35º. 

Reducing this parameter means a higher number of clusters; 

 Confidence: the percentage of confidence was assumed as 95%.  

The software algorithm automatically assigns each marked joint/plane to a cluster. This operation 

is obviously done without considering the previously assigned colour (set) of each discontinuity; 

therefore, different clusters are created. In Figure 4.39 the automatic cluster assignment for blast 
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№ 9 is shown: the orientation of the plane associated to each joint allows attributing to different 

cluster joints that seems to belong to the same one. The discontinuities that do not belongs to any 

family were given in black. 

 

Figure 4.39: automatic cluster assignment for blast № 9. Subvertical in South-East direction set in red, 
subvertical in South-West direction set in blue, subhorizontal set in green and not assigned joints in black 

This procedure was made for each of the six blasts, in Table 4.10 are reported the number of 

marked joints for each set of each blast. 

Table 4.10: number of marked joints for each set of each blast 

 BLAST 7 BLAST 8 BLAST 9 BLAST 10 BLAST 11 BLAST 12 

Non-assigned 7 12 24 13 11 37 

SvSE 32 20 53 26 21 35 

Sh 28 36 38 53 25 39 

SvSW 24 39 48 42 29 79 

Total 91 107 163 134 86 190 

  

Both manual and automatic structures are presented in Appendix C (Figure C.65 and Figure 

C.66). results from the analysis are reported in paragraph 5.2. 
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5. Results: geomechanical models of the blasts 

The results from both methods consists in the characterization of the main discontinuity sets of the 

rock mass in terms of orientation (dip direction and dip angle) and normal set spacing. The 

comparisons were executed researching matches between the sets individuated by the two 

analysing software using the minimum angular distance criterion. Also the confrontation of the 

mean normal set spacing was useful to verify the calibration of the input parameters that the two 

software require.  

5.1 LiDAR scanning results 

As explained in paragraph 4.1.5, the orientations of the principal plane sets are indicated by the 

maximum resulting in the poles density plot. In Figure 5.40 the 3D stereographic projection for 

blast № 7 is shown; in this way the DSE software represent clearly where the most representative 

poles are. As it is notable, the higher density peak is not considerate as the pole plane of a 

discontinuity set, but, having a similar orientation of the face plane (220.6º/65.2º), it was attributed 

to it. In that precise stereographic representation, related to the blast № 7, five poles are 

individuated (relative to the discontinuity sets J1, J2, J3, J4 and J5).  
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Dip dir: 220.6º 

Dip: 65.2º 

 

Figure 5.40: 3D stereographic projection for blast № 7 

By the Edit poles function of DSE software the higher peak is removed, then the pole assignment 

automatically reassigns the remaining set. The clustered cloud is presented in Figure 5.41, before 

and after the removing of the cluster relative to the bench face. 

 

 
Free face 
Dip dir: 220.6º 
Dip: 65.2º 
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Figure 5.41: clustered cloud before (top) and after (bottom) the removing of the cluster relative to the 
bench face (light blue cluster) 

The software allows the user to eventually discard low density sets or merge two different sets 

according to geological criteria. Also comparison with photogrammetry results can help in the 

discrimination of some sets which do not have other feedback. In particular, in paragraph 5.3, the 

comparison between the two methodologies will allow to combine DSE resulting sets with the 

ShapeMetriX ones. For example, for blast № 7, J1 will be associated with a subhorizontal set (Sh), 

J2 and J4 with a subvertical set in South-West direction (SvSW), and J3 and J5 with a subvertical 

set in South-East direction (SvSE). 

Stereographic projections 

The stereographic projections are collected in Figure 5.42; in this case a 2D representation of the 

mean pole assigned to each cluster makes easier to compare one to another. The Wulff projection 

and the polar net is adopted to prevent angular distortion. The density plot of each blast are 

Bench face cluster 
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presented in Figure D.67 of Appendix D. It can be noticed that the main discontinuity sets occurred 

in more plots approximately in the same zone of the diagram: this is the evidence of a geological 

structure that repeats in every blast; additional information will be given in the following. 
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Figure 5.42: streografic projections of the six blasts form lidar scanning 
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Discontinuity sets identification  

For each discontinuity set the software calculates its orientation (dip direction and dip angle), 

density of points per area and the number of assigned points (coplanar points) over the total number 

of points of the model (expressed as percentage). Table 5.11 shows the list of values for each blast. 

Table 5.11: orientation, density and percentage of assigned points for each set of each blast 

 BLAST 7 
 Dip dir (ᵒ) Dip (ᵒ) Density % 

J1 37.93 30.31 24.26 16.00 
J2 221.03 88.75 0.45 19.08 
J3 336.24 66.00 0.22 1.12 
J4 190.17 86.66 0.18 5.72 
J5 291.48 80.30 0.18 1.13 

 BLAST 8 
 Dip dir (ᵒ) Dip (ᵒ) Density % 

J1 237.58 85.89 30.92 26.99 
J2 44.97 59.59 18.53 35.10 
J3 71.12 8.63 14.29 9.72 
J4 211.54 81.70 0.66 18.01 
J5 295.39 53.20 0.14 1.16 

 BLAST 9 
 Dip dir (ᵒ) Dip (ᵒ) Density % 

J1 32.48 34.49 32.05 20.01 
J2 207.19 89.40 0.57 18.85 
J3 350.22 70.00 0.49 5.56 
J4 104.52 67.16 0.32 1.82 
J5 245.34 88.20 0.27 8.63 

 BLAST 10 
 Dip dir (ᵒ) Dip (ᵒ) Density % 

J1 228.96 88.76 0.95 20.96 
J2 214.90 87.51 0.87 14.93 
J3 97.31 86.19 0.22 3.81 
J4 288.42 68.25 0.07 0.83 

 BLAST 11 
 Dip dir (ᵒ) Dip (ᵒ) Density % 

J1 37.86 30.36 22.62 15.47 
J2 207.19 89.42 0.44 17.76 
J3 336.24 66.06 0.20 1.18 
J4 291.50 80.36 0.17 1.15 
J5 178.27 76.32 0.15 1.39 

 BLAST 12 
 Dip dir (ᵒ) Dip (ᵒ) Density % 

J1 41.07 88.67 21.62 28.50 
J2 242.85 89.36 0.23 8.17 
J3 239.07 69.45 0.16 0.93 
J4 202.20 69.42 0.15 22.38 
J5 96.31 24.28 0.11 0.91 
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The values of dip dir and dip are needed to define the joint plane angle value and the Lilly’s joints 

orientation index, essential for the Blastability index and the Rock mass discontinuity factor 

calculation (view paragraphs 6.1 and 6.2).  

Normal set spacing 

The DSE Normal spacing tool was used to calculate the distance between a joint plane and the 

subsequent one of the same set (normal set spacing). This distances are measured on a 

perpendicular direction in relation to one of those two joint planes and, by this way, the minimum 

distance was collected. This process was made for each cluster of each blast; in Table 5.12 all mean 

values of the normal set spacing and their relative standard deviation (after “sd”) are collected. 

Both full-persistent and non-persistent measurement mode was provided by the software but, 

nevertheless, the second one was assumed. This decision was taken after the visualization of the 

free face fractures structure which presents a discontinuous behaviour, and therefore is constituted 

by non-continuous sets of joints. 

Table 5.12: mean values of the normal set spacing and their relative standard deviation 

 Blast 7 Blast 8 Blast 9 Blast 10 Blast 11 Blast 12 

J1 1.07  sd 0.88 0.84  sd 0,66 0.92  sd 0.74 1.58  sd 1,03 1.05  sd 0.79 0.87  sd 0.74 

J2 0.80  sd 0.66 0.71  sd 0.66 1.07  sd 0.88 0.94  sd 0,64 0.85  sd 0.67 0.70  sd 0.53 

J3 2.05  sd 1.76 2.08  sd 1.96 1.36  sd 1.10 1.20  sd 0,82 1.87  sd 1.37 2.26  sd 2.88 

J4 1.54  sd 1.05 0.67  sd 0.48 2.30  sd 1.51 2.87  sd 1,92 2.60  sd 1.89 2.04  sd 1.99 

J5 2.60  sd 2.14 3.31  sd 2.53 2.08  sd 1.38 - 2.02  sd 1.50 0.95  sd 0.07 

 

As explained in paragraph 4.1.5, the Point per cluster parameter (ppc), used in the discontinuities 

detection process, can affect the normal spacing values. In fact, increasing the minimum number 

of point per cluster, every discontinuity set will be constituted by a lower number of clusters, then 

the normal spacing increases. In this study a value of 100 was assumed for the ppc parameter which 

allows obtaining a reasonable range of normal spacing. 

The software provides also the density function plot of the normal spacing for each discontinuity 

set of each blast; Figure 5.43 shows the one relative to the discontinuity set J1 for the blast № 12. 
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It is notable as, for non-persistent joints spacing, the variation is much higher than for full-persistent 

joints spacing. 

 

Figure 5.43: density function plot of the normal spacing  
relative to the discontinuity set J1 for the blast № 12 

 

5.2 Photogrammetry results  

Stereographic projections resulting from manual and automatic 
clustering 

As explained in paragraph 4.2.5, both manual and automatic clustering is executed. In the first 

instance, the stereographic representation allows to compare one to the other. Then, the numerical 
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data found about orientations of each set and the spacing analysis will constitute a precise 

comparison.  

Figure 5.44 (manual clustering) and Figure 5.45 (automatic clustering) collect the 12 stereographic 

projections of the 6 blasts. The Wulff projection and the polar net is adopted to prevent angular 

distortion. For each set, the smaller solid circle represents de cone of confidence for a coverage of 

the 95%, while the larger dashed one represents the spherical aperture. A distinctive colour, 

previously used during the discontinuities detection, is now associated to each of the four mapped 

sets:  

 red to SvSE set (subvertical in South-East direction); 

 blue to SvSW set (subvertical in South-West direction); 

 pink to SvE set (subvertical in East direction); 

 green to Sh set (subhorizontal). 

Using the automatic clustering the subvertical set in East direction (SvE) in pink does not occur. 

The single blue line represents the bench face plane orientation. 
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Figure 5.44: manual clustering of the main discontinuity sets by the operator 
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Figure 5.45: automatic clustering of the main discontinuity sets by the ShapeMetrix software 
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In the first series of stereograms, the 4th set (SvE) in Figure 5.44 appears only in blasts № 8 and 

10, while in the second series it does not show up. However, the others three clusters are present 

in all blasts with a very low variation.  

As it is visible, the manual clustering returned high dispersion results, whereas the automatic one 

gave more compact and defined clusters. Then, some points in manual analysis were erroneously 

assigned to the wrong set by the operator. In blast № 9 and 12, for example, a lot of points belonging 

to SvSW set were allocated to SvSE set. This does not happen in the automatic clustering. For these 

reasons, from this point on, the automatic clustering is considered more appropriated for further 

analysis and calculations.  

Discontinuity sets identification  

The ShapeMetriX enables to export information about each set of each blast. In Table 5.13 are 

listed: 

 Orientation of their principal pole: it consists in dip direction and dip angle; 

 Spherical aperture: it is a measure of angular dispersion grade of the clusters (represented 

by the dashed circle in Figures 5.44-45); 

 Concentration parameter K: it is a measure of precision and parameter of the Fisher’s 

distribution, further information about it will be given in the following; 

 Cone of confidence: it defines a circular area around the mean direction of each set in 

which the probability to observe a point assigned to that set is 1-p, then a p value of 0,05 

is related to a 95% confidence level (represented by the solid circle in Figures 5.44-45); 

 Density: it is calculated as the percentage ratio between the number of joints belonging to 

the specific set and the total number of joints mapped in the entire blast. 
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Table 5.13: orientation, spherical aperture, K parameter, cone of confidence and density  
for each set of each blast 

 BLAST 7 

 Dip Dir (ᵒ) Dip (ᵒ) 
Spherical 
aperture 

K parameter 
Cone of 

confidence 
Density (%) 

SvSE 310.59 81.25 16.39 24.32 5.26 35.16 

Sh 132.66 8.72 17.35 21.68 5.99 30.77 

SvSW 33.29 69.93 19.50 17.20 7.35 26.37 

 BLAST 8 

 Dip Dir (ᵒ) Dip (ᵒ) 
Spherical 
aperture 

K parameter 
Cone of 

confidence 
Density (%) 

SvSE 327.75 82.23 18.32 19.22 7.64 18.69 

Sh 76.41 8.59 20.29 16.17 6.13 33.64 

SvSW 49.73 85.96 17.43 21.71 5.03 36.45 

 BLAST 9 

 Dip Dir (ᵒ) Dip (ᵒ) 
Spherical 
aperture 

K parameter 
Cone of 

confidence 
Density (%) 

SvSE 311.75 78.52 19.82 17.07 4.87 32.52 

Sh 139.80 7.95 21.08 15.06 6.19 23.31 

SvSW 31.98 66.71 20.76 15.58 5.38 29.45 

 BLAST 10 

 Dip Dir (ᵒ) Dip (ᵒ) 
Spherical 
aperture 

K parameter 
Cone of 

confidence 
Density (%) 

SvSE 313.37 87.05 19.76 16.83 7.12 19.40 

Sh 70.85 5.62 16.30 24.93 4.00 39.55 

SvSW 43.51 82.14 17.28 22.13 4.79 31.34 

 BLAST 11 

 Dip Dir (ᵒ) Dip (ᵒ) 
Spherical 
aperture 

K parameter 
Cone of 

confidence 
Density (%) 

SvSE 309.83 89.34 16.48 23.67 6.67 24.42 

Sh 119.99 6.85 16.44 23.98 6.04 29.07 

SvSW 29.73 73.28 17.90 20.43 6.07 33.72 

 BLAST 12 

 Dip Dir (ᵒ) Dip (ᵒ) 
Spherical 
aperture 

K parameter 
Cone of 

confidence 
Density (%) 

SvSE 291.23 89.01 20.90 15.27 6.41 18.42 

Sh 209.29 7.55 18.43 19.49 5.33 20.53 

SvSW 40.00 77.42 16.97 23.19 3.38 41.58 
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The software considers the discontinuities following a Fisher’s distribution in each set, its 

analytical form is presented in equation 18 (Fisher, 1953). 

𝑃 = ቀ


ସగ∙௦ ()
ቁ

∙௦ (ఏ)
  eq.18 

Where θ is the angular distance from the mean pole of the relative discontinuity set. In the mean 

pole θ is zero and the density is maximum. When K is high the distribution is confined in the 

neighbourhood of the maximum, in this case the distribution follows a Gaussian shape (of which 

K is the invariance in all direction). If K is zero, a uniform distribution would be present in every 

point of the sphere. The value of this parameter is estimated as presented in equation 19. 

𝐾 =
ேିଵ

ேିோ
   eq.19 

Where N is the number of fractures and R is the mean of the normals of the fractures in the set 

obtained by vector addition. The equation is valid when K>3 and N is large. 

Free faces plane orientation 

The software provides also the orientation of the best fitting plane to the bench face: by this way it 

is possible to relate the orientation of every discontinuity set to the face plane. It is also included 

in the stereographic representations in Figure 5.42 and 5.43, visible as a continuous blue line. 

Table 5.14 shows the face plane orientations and their relative pole for each blast. To pass from the 

plane to the pole, 180º were added to the strike angle. The mean orientation is 224.63º/72.2º. 

Table 5.14: face plane orientations and their relative pole for each blast 

 

Face plane  
orientation 

Face plane pole 
orientation 

 Strike (ᵒ) Dip (ᵒ) Dip dir (ᵒ) Dip (ᵒ) 

Blast 7 40.6 68.4 220.6 68.4 

Blast 8 50.1 82.2 230.1 82.2 

Blast 9 44.3 65 224.3 65 

Blast 10 49 77.7 229 77.7 

Blast 11 42.8 68.8 222.8 68.8 

Blast 12 41 71.1 221 71.1 
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This information will be necessary to define the general orientation of each discontinuity set with 

respect to the free face, which can be classified as: dip into the face, dip out the face, strike 

perpendicular to the face, horizontal or parallel. This will be indispensable to the calculation of the 

rock factors in paragraph 6. 

Normal set spacing 

The ShapeMetriX software enabled obtaining the distance between a joint plane and the subsequent 

(normal set spacing). This distances are measured on a perpendicular direction in relation to one of 

those two joint planes; by this way the minimum distance was collected. This process was made 

for each cluster of each blast; Figures 5.46, 5.47 and 5.48 show an example of the lateral projection 

of the planes derived from the manual mapping performed by the user for blast № 9. It is notable 

has the SvSE set presents the higher spacing, while the SvSW presents the lower. 

 

Figure 5.46: projection of the planes marked in blast № 9 by the operator for SvSE set 
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Figure 5.47: projection of the planes marked in blast № 9 by the operator for Sh set 

 

 

Figure 5.48: projection of the planes marked in blast № 9 by the operator for SvSW set 

In Table E.29 (Appendix E) the values of mean, minimum and maximum normal set spacing and 

its relative standard deviation are collected for each set of each blast. A summary of the means 

values and their relative standard deviation (after “sd”) is reported in Table 5.15. 
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Table 5.15: mean values and standard deviation of the normal set spacing for each set of each blast 

 SvSE Sh SvSW 

BLAST 7 2.36  sd 2.82 1.70  sd 1.31 1.03  sd 1.19 

BLAST 8 3.42  sd 2.91 1.72  sd 1.62 0.34  sd 0.55 

BLAST 9 1.53  sd 1.64 1.30  sd 1.28 1.76  sd 1.78 

BLAST 10 4.20  sd 4.29 1.16  sd 1.04 0.73  sd 1.01 

BLAST 11 3.78  sd 3.72 1.96  sd 1.59 0.65  sd 0.59 

BLAST 12 3.25  sd 3.36 1.63  sd 1.66 0.52  sd 0.57 

 

As observable, except for blast № 9, the SvSE set presents the higher mean normal spacing, while 

the SvSW presents the lower.  

A further statistical analysis consists in the boxplot representation, realized by Matlab; Figure 5.49 

visually collects different information: 

 The red line inside the box individuates the median value; 

 The lower and upper limits of the box represent the interquartile range: it includes the 50% 

of the data (the upper limit is the 75th percentile and the lower limit is the 25th percentile); 

 The red cross symbol stands for an “outlier” value; 

 A robust estimation of the 95% confidence interval about the median is individuated by the 

upper and lower limits of the notch. This last statistic serves to assess the differences in the 

medians of two groups of data, e.g. if the notches of two boxes overlap, no differences can 

be assessed at a confidence level of 95 %. 
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Figure 5.49: boxplot representation of the normal set spacing for each set 

As observable in the left of Figure 5.49 the notches relative to the three sets do not overlap, which 

means those spacings are significantly different each other.  

Total spacing 

At the time of blasting, as well as the normal spacing, the knowledge of the total spacing is also 

interesting. In fact, even though the orientation of joint sets affects the fragmentation (as explained 

in the paragraph 3.3), analysing the quantity of fractures and their reciprocal spacing, independently 

of their orientation, is also a useful index. Therefore, photogrammetry models were also analysed 

to define the mean total spacing.  

In ShapeMetriX, 3 scanlines were traced by partitioning the bench height in four equal parts; in 

Figure 5.51 the scheme for blast № 10 is shown as example. This operation was made after 

importing the automatic-clustered structure of joints. Then, by the Show scanline data tool, was 

possible to extract a report for each scanline where all type of spacing was collected. The entire list 

of the spacing of the 18 scanlines is available in the Table F.30 of the Appendix F. In Table 5.16 

95th percentile 

75th percentile 

25th percentile 

5th percentile 

notch 



Politecnico di Torino – Universidad Politecnica de Madrid Maurizio Bernardini 

Page 80 of 140 

 

instead, are grouped only the values of mean, maximum, minimum and standard deviation of the 

total spacing for each blast. 

 

Figure 5.50: scheme of the traced scanlines on the automatic structure of blast № 10 

Table 5.16: values of mean, maximum, minimum and standard deviation  
of the total spacing for each blast 

 BLAST 7 BLAST 8 BLAST 9 BLAST 10 BLAST 11 BLAST 12 

Mean value 1.09 1.05 0.56 1.23 1.26 0.78 

Min value 0.01 0.07 0.04 0.00 0.07 0.02 

Max value 3.78 3.59 1.76 6.33 6.20 3.66 

Standard dev 0.90 0.84 0.38 1.05 1.22 0.63 

 

Was noticed that the 3rd scanline, which is the bottom one, presents a lower number of intersection 

with joints with respect to the 1st scanline, which is the top one. Then, for the 3rd scanline were 

collected a lower number of total spacings. This happened for the six blasts and is due to a non-

homogeneous distribution of the discontinuities on the face. In particular, the toe is systematically 

less fractured with respect to the top. 

Scanline 2 

Scanline 1 

Scanline 3 
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5.3 Comparison between LiDAR scanning and 
photogrammetry results 

Discontinuity sets comparison 

According to the results reported in paragraph 5.1 and 5.2, a satisfactory correlation is appreciable 

between the two methodologies. In fact, almost a complete combining was possible among the sets 

individuated by DSE and ShapeMetriX software. The matching results positive if the angular 

distance between the poles pair is smaller than 35º, the detailed decision criterion and the relative 

algorithm will be explained in the following. 

As can be noticed in Table 5.17, only 4 sets (J5 in blast № 8, J4 and J5 in blast № 9 and J5 in blast 

№ 11) were not associable to any photogrammetry resulting set. However, those sets would find 

an association if the discrimination angle was increased to 45º. On the other hand, only SvSE set 

in blast № 8, Sh set in blast № 9, Sh set in blast № 10 and SvSE set in blast № 10 did not found 

correlation in any LiDAR resulting set. Nevertheless, all others sets were positively matched.  
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Table 5.17: matches between LiDAR (left) and photogrammetry (right) resulting sets 

BLAST 7 
DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 

J1 37.93 30.31 Sh 132.66 8.72 
J2 221.03 88.75 

SvSW 33.29 69.93 
J4 190.17 86.66 
J3 336.24 66.00 

SvSE 310.59 81.25 
J5 291.48 80.30 

BLAST 8 
DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 

J1 237.58 85.89 
SvSW 49.73 85.96 J4 211.54 81.70 

J2 44.97 59.59 
J3 71.12  8.63 Sh 76.41 8.59 
J5 295.39 53.20 - - - 
- - - SvSE 327.75 82.23 

BLAST 9 
DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 

J1 32.48 34.49 
SvSW 31.98 66.71 

J2 207.19 89.40 
J3 350.22 70.00 SvSE 311.75 78.52 
J4 104.52 67.16 - - - 
J5 245.34 88.20 - - - 
- - - Sh 139.80 7.95 

BLAST 10 
DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 

J1 228.96 88.76 
SvSW 43.51 82.14 

J2 214.90 87.51 
J3 97.31 86.19 

SvSE 313.37 87.05 
J4 288.42 68.25 
- - - Sh 70.85 5.62 

BLAST 11 
DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 

J1 37.86 30.36 Sh 119.99 6.85 
J2 207.19 89.42 SvSW 29.73 73.28 
J3 336.24 66.06 

SvSE 309.83 89.34 
J4 291.50 80.36 
J5 178.27 76.32 - - - 

BLAST 12 
DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 

J1 41.07 88.67 

SvSW 40.00 77.42 
J2 242.85 89.36 
J3 239.07 69.45 
J4 202.20 69.42 
J5 96.31 24.28 Sh 209.29 7.55 
- - - SvSE 291.23 89.01 
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The incongruences could be consequence of different factors: 

 Tolerance: in DSE operations, the tolerance parameter value was set at 20%; in 

ShapeMetriX analysis instead, it was set at 35%. Clearly, a reduction of this percentage 

value induces an increasing of the sets number. Therefore, a higher number of discontinuity 

families was found using the first methodology. 

 Resolution: 3D models obtained with laser scanner have a mean final number of points of 

approximately 550,000 and a mean points spacing of 0.024 m, on the other hand 3D model 

derived from photogrammetry have approximately 125,000 points and a mean points 

spacing of 0.08 m. A higher point density per area means more available points to 

characterise the different planes, so it is explained why more discontinuity sets are 

individuated by DSE software. 

 Algorithm procedure: two software have a different procedure to detect discontinuities. The 

DSE is based on semi-automatic operations that mostly focus on planes detections by the 

“local curvature calculation” procedure (view paragraph 4.1.5). On the other hand, 

ShapeMetriX relies on manual mapping that mainly examines joints traces, so it calculates 

planes equations best-fitting 3D polylines. 

Associations made in Table 5.17 were deducted by a careful analysis of each set pole orientation 

(dip direction and dip) obtained by the two methodologies. To do this, the angular distance between 

each DSE and ShapeMetriX sets poles was calculated with the equation 20. Therefore, the matches 

result positive if the angular distance between the two vectors is smaller than 35º. 

𝜃 = 𝑐𝑜𝑠ିଵ൫ห𝑙𝑙 + 𝑚𝑚 + 𝑛𝑛ห൯ eq.20 

where K (lk, mk, nk) and J (lj, mj, nj) are the pair of normal unit vectors relative to the pair of sets 

found respectively with ShapeMetriX and DSE. This operation is done with a Matlab code that 

generate K and J starting from the set orientation, then it calculates the angular distance. As 

example, blast № 7 code is shown: 
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%BLAST7 

% sets orientations import (dip dir, dip) 

SM=[132.66 8.72;  33.29 69.93;  310.59 81.25]; 

%Sh, SvSW, SVSE  

DSE=[37.93 30.31;  221.03 88.75;  190.17 86.66;  336.24 66.00;  291.48 80.30]; 

%J1,J2,J3,J4,J5 

  

  for k=1:3 %Sh, SvSW, SVSE 

 

    %ShapeMetriX set - K vector generation 

    teta=SM(k,1);%Dip direction 

    phi=SM(k,2); %Dip angle 

    lk=sin(phi*pi/180).*cos(teta*pi/180); 

    mk=sin(phi*pi/180).*sin(teta*pi/180); 

    nk=cos(phi*pi/180); 

 

for j=1:size(DSE,1) 

     %DSE set - J vector generation 

     teta=DSE(j,1);%Dip direction 

     phi=DSE(j,2); %Dip angle 

     lj=sin(phi*pi/180).*cos(teta*pi/180); 

     mj=sin(phi*pi/180).*sin(teta*pi/180); 

     nj=cos(phi*pi/180); 

  

     %Angular distance calculation between K and J vectors (equation 20) 

     dist7(j,k)=real(acos(abs(lk.*lj + mk.*mj + nk.*nj)))'*180/pi;  

end 

 

  end 

 

The resulting matrix makes simple to do matches based on an analytic discrimination. As an 

example, Table 5.18 presents the angular distances between each pair of sets poles for blast № 7. 

The positive matches are shown in bold (θkj<35º). 
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Table 5.18: angular distances between each pair of sets poles for blast № 7 

 Sh SvSW SvSE 

J1 32.11 39.75 81.11 

J2 88.51 22.63 89.37 

J4 82.01 32.60 60.61 

J3 74.03 52.67 28.85 
J5 88.44 82.43 18.88 

 

A further verification consisted in the comparison of pairs of stereograms (one from DSE and the 

other from ShapeMetriX). The Wulff projection and the polar net is adopted to prevent angular 

distortion. As an example, Figure 5.52 shows the pair from blast № 7; in Appendix G are presented 

all pairs (Figures G.68-G.73), their relative sets matches and the angular distance between each 

match (Tables G.31-G.42).  

  

Figure 5.51: comparison of pairs of stereograms from DSE and ShapeMetriX software.  
The matches are J1 with Sh, J2-J4 with SvSW, and J3-J5 with SvSE 

By analysing the entirety of results reported in Appendix G, a systematic pole “rotation” in South-

West direction can be observed for SvSW set, which causes its translation to the other extreme of 

the diagram. On the other hand, a systematic pole “rotation” in North-East direction occurs for Sh 

set.  

J1 
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SvSW 

Sh 

SvSE 
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The SvSE set is not detectable in LiDAR results from blast № 8 and blast №12, while in 

photogrammetry ones its presence is clear. The Sh set instead, is not detectable in LiDAR results 

from blast № 9 and blast №10. Finally, the SvSW set shows in every blast. The DSE software, in 

fact, mainly rely on plane detection, which are not as exposed for SvSE and Sh sets but are evident 

for SvSW set. The ShapeMetriX software, instead, mostly process joints traces, so it is able to 

individuate the SvSE and Sh sets more effectively than SvSW. 

In Table 5.19 the mean angular distance for all positive matches of each set of each blast are 

reported. As notable the maximum value of 35º was exceeded in one case, however, the pair was 

associated supporting this choice by a visuals analysis of the density plot pair. The SvSW set, which 

is identified by planes oriented similarly with respect to the free face, presents a higher association 

with DSE discontinuity sets (J1, J2, …). On the other hand, Sh and SvSE sets, which are identified 

by fracture striking the free face, show a lower association. This is due to ability of the DSE 

software to detect planes (so SvSW) and, by contrast, its difficulty in detecting striking joints (so 

Sh and SvSE). 

Table 5.19: mean angular distance for all positive matches of each set of each blast 

 Sh SvSW SvSE 

BLAST 7 32.10 27.60 23.90 

BLAST 8 0.80 19.97 - 

BLAST 9 - 28.25 37.90 

BLAST 10 - 12.00 33.70 

BLAST 11 30.10 17.50 27.45 

BLAST 12 28.00 28.28 - 

 

Mean normal set spacing comparison 

To characterise de rock mass and its discontinuity families, the analysis of the normal set spacing 

(defined in paragraph 3.2) is crucial. In particular, it is interesting comparing the values resulting 

from the two methodologies. In Table 5.20 the mean normal set spacing and its relative standard 

deviation (after “sd”) for each set are compared; Table H.43, that collects the values for each set 

individuated in each blast, is available in Appendix H. 
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Table 5.20: comparison of the mean normal set spacing and its relative standard deviation for each set 

 
DSE  

results 
ShapeMetriX 

results 
SvSE 2.07  sd 1.57 3.09  sd 3.12 

Sh 1.28  sd 0.92 1.57  sd 1.41 

SvSW 1.12  sd 0.97 0.84  sd 0.94 

Set photogrammetry results from SvSE are a little higher with respect to those obtained by LiDAR: 

this is due to a lower number of joints individuated for that set. This difference is probably due to 

a difficulty of the operator in the manual-mapping of this precise set and a lower resolution (as 

explained previously). By increasing the ppc parameter value, it could be possible to obtain the 

same results. It would mean considering only most relevant joints, which probably correspond to 

those manually identified by ShapeMetriX. Besides, this set presents a very high standard deviation 

in ShapeMetriX results. However, both results agree with the geological characterization of the 

area and with the first investigation campaign.  

For Sh and SvSW sets, instead, the results are very close one to the other. This can verify: the 

efficacy of both techniques, the property of the execution of the data acquisition and the correct 

calibration of the parameters. 

5.4 Comparison with geological compass results 

As explained in paragraph 2.1, the entire area of the quarry is geologically investigated to 

understand the mechanism of the ore deposit formation and the tectonic forces that subsequently 

modified it. One of those monitoring consists in the measurement of the orientation of the visible 

joints that lean out from the surface by the geological compass. This operation was executed both 

inside and outside of the quarry site by A. P. Pérez Fortes, a UPM SLIM project team member.  

To compare graphically the orientation with previous results a stereographic representation of the 

orientations is created by RockWorks. Data of manual measurements are relative to the same area 

were the blasts were executed (station 2). Figure 5.53 presents the resulting plot compared with the 

stereographic representation of the total poles of the clusters individuated in the six blasts by 

LiDAR (bottom-felt) and photogrammetry (bottom-right) techniques. The Wulff projection and the 

polar net is adopted to prevent angular distortion. 
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Figure 5.52: comparison between geological compass measurements in station 2 (top) with principal 
poles individuated by LiDAR (bottom-left) and photogrammetry (bottom-right) 
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The presence of Sh and SvSE sets is notable in the three diagrams. However, during the acquisition 

by geological compass was hard to individuate the SvSW set, for this reason it is not present in the 

top diagram. Maybe, collecting a higher number of measurements could expose this set too. As 

observable, the photogrammetry results are characterized by a lower dispersion of the mean poles, 

while the LiDAR ones presents a higher dispersion. However, the correlation between the plots 

could than validate all techniques efficacy. Finally, it notable as the SvSE photogrammetry set is 

grouped in two different cluster in LiDAR results. 

5.5 Comparison with the 1st investigation campaign  

During the first campaign, carried out from May to September 2017, a total amount of 1,356 

measurements of the joints orientations were collected. As explained in paragraph 2.1, those data 

derive from three different investigation methods: photogrammetry monitoring, geological 

compass data collection and Televiewer inspection. All these data are grouped by the 

RockWorks16 software in the stereographic diagram at the top of Figure 5.54; also results from 

LiDAR (bottom-felt) and photogrammetry (bottom-right) are reported for comparison. The 

Schmidt projection and the equatorial net is used to represent poles density without areal distortion. 
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Figure 5.53: comparison between 1st campaign measurements (top) with LiDAR principal poles (bottom-
left) and all photogrammetry poles (bottom-right) 

Even if the first campaign was executed on an area 30 m far from the second, an evident correlation 

is observable between the two representations. Then, the geological theory of joints formation 

assumed in the previous studies can, here again, be adopted. Two main tectonic events were 

individuated: 

 First tectonic event: the most important event is always found in all analysis with very low 

variation. It is relative to the subhorizontal set (Sh), which presents also as “A” zone in 

figure.  
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 Second tectonic event: after the first event, a second generated the joints belonging to “B” 

and “C” zone. In the second campaign can be found respectively in SvSE and SvSW sets. 

Those points are characterized by a higher variation with respect to those relative to the 

first event (“tail extension”). 
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6. Calculation of rock factors 

After obtaining all results, two indexes that characterise the rock mass and its behaviour when 

blasted can be defined. A correlation between the two factors is expected; moreover, an analysis 

of the grain size distribution of the post-blast resulting muckpile will be a further check. 

The numerical value of both parameters is directly proportional to the fragments size resulting from 

the blast: this means that it is inversely proportional to the fragmentation that can be obtained. In 

fact, the more unfavourable are the conditions, the higher is the value of the parameters involved 

in the calculation formulae. As will be explained later, the range scale of the values of the rock 

factors are different one each other: the Blastability index, in fact, is generally 8 times higher than 

the Rock mass discontinuity factor. This is due to the conceptual differences within the two models. 

However, the proportionality between the two factors in the single blast and the variation of the 

same factor within different blasts are the objects of analysis. 

As explained in paragraphs 3.3.1 and 3.3.2, to calculate both rock factors it is necessary to define 

the orientation of each set with respect to the free face of the relative blast. In particular, the joint 

factor JF, needed for the Blastability index calculation, is function of the joint plane angle JPA. On 

the other hand, the joint orientation term JO, necessary to calculate the Rock mass discontinuity 

factor, is function of the Lilly’s joints orientation index joi. Both JPA and joi depend on the general 

orientation with respect to the free face, which can be defined in five principal categories: dip into, 

dip out, strike perpendicular, horizontal or parallel. 

To mathematically assign each set of each blast to one of the 5 listed groups, the algorithm in 

Figure 6.55 was used (Segarra, et al., 2018). Orientations of the sets and the face are the inputs 

values, then 4 filtering conditions define at which category the set is assigned: 

 Step 1: if the dip angle of the set j is lower than the internal friction angle of the rock ϕ, the 

set is horizontal; 

 Step 2: if the dip angle of the set j is lower than the dip angle of the face and the absolute 

difference between the dip direction of the set j and the dip direction of the face is lower or 

equal to 30º, this set is dipping out the face. 
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 Step 3: if the dip angle of the set j is greater than the dip angle of the face and the absolute 

difference between the dip direction of the set j and the dip direction of the face is lower or 

equal to 30º, this set is “parallel” to the face. 

 Step 4: if the difference between the dip direction of the set j and the opposite of the dip 

direction of the face is lower or equal to 30º, this set is dipping into the face; otherwise is 

strike perpendicular to the face. 
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Figure  6.54: algorithm to mathematically assign each set of each blast to one of the 5 groups 
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6.1 Blastability index (Kuz-Ram model) 

The Blastability index was calculated following the procedure explained in paragraph 3.3.1 and 

assigning values relative to the parameters listed in Table 3.4. In Appendix I, the results for each 

DSE set for each blast are reported in Tables I.44-I.49, while the results for each ShapeMetriX set 

for each blast are reported in Tables I.50-I.55. Then the summary comparison between the two 

techniques is presented in Table I.56.  

The mean, weighed with the density of each set, allowed to obtain a unique index for each blast; 

then, the summary values obtained with both methods are shown in Table 6.21. 

Table 6.21: mean Blastability index results for each blast 

 Blastability index (A) 

 LiDAR Photogrammetry 

BLAST 7 7.88 7.83 

BLAST 8 8.42 7.85 

BLAST 9 8.58 7.94 

BLAST 10 8.59 7.36 

BLAST 11 7.85 7.39 

BLAST 12 8.19 8.06 

 

Figure 6.55 shows how the values related to photogrammetry results are systematically lower than 

the LiDAR ones. However, a general proportionality between both results is appreciable. 
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Figure 6.55: representation of the Blastability index for each blast 

Then, the predicted x50 passing fraction has been calculated using equation 21 (presented in 

paragraph 3.3.1 - Cunningham model). The result for each blast are shown in Table 6.22. 

𝑥ହ = 𝐴 ∙ 𝐴௧ ∙ 𝑞ି.଼ ∙ 𝑄
భ

ల ∙ ቀ
ோௐௌ

ଵଵହ
ቁ

ି
భవ

యబ
∙ 𝐶(𝐴)   eq.21 

Table 6.22: x50 passing fraction predicted by the Cunningham model 

 Predicted x50 (m) 
 LiDAR photogrammetry 

Blast 7 0.389 0.387 

Blast 8 0.479 0.447 

Blast 9 0.515 0.477 

Blast 10 0.453 0.388 

Blast 11 0.349 0.328 

Blast 12 0.452 0.445 

 

As it can be observed, the values of x50 are characterized by a low variation among blasts. However, 

the differences allow to predict if any blast will present an anomalous fragmentation in order to 

eventually modify some blasting parameters to obtain a correct result. In this case, the six campaign 

blasts seem to give quite similar fragmentation (in terms of x50). Another important consideration 

has to be done about the satisfactory similarity between LiDAR and photogrammetry result for the 

single blast. This can verify: the effectiveness of both techniques, the correctness of the execution 

of the data acquisition and the correct calibration of the parameters. 
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6.2 Rock mass discontinuity factor (xp-frag model) 

The Rock mass discontinuity factor was calculated following the procedure explained in paragraph 

3.3.2. The results for each DSE set for each blast are reported in Tables I.57-I.62 (Appendix I), 

while the results for each ShapeMetriX set for each blast are reported in Tables I.63-I.68. Then the 

summary comparison between the two techniques is presented in Table I.69.  

While in the previous model the Blastability index was calculated in terms of the mean weighed 

with the density of each set, in this case this operation is not adoptable. In fact, due to the 

mathematical form of the equation 11 (paragraph 3.3.2), it would not be correct to calculate the 

weighted average. For this reason, the most unfavourable value (it means the higher) was 

considered for each blast; this decision was taken based also on literature. 

By this way, a single index for each blast has been taken into consideration; Table 6.24 summarizes 

the values obtained with both methods. 

Table 6.23: most unfavourable Rock mass discontinuity factor results for each blast 

 Rock mass discontinuity factor 
 LiDAR Photogrammetry 

BLAST 7 1.06 1.00 

BLAST 8 1.09 1.09 

BLAST 9 1.08 0.98 

BLAST 10 1.09 1.09 

BLAST 11 1.09 1.09 

BLAST 12 0.91 1.09 

 

As shown in Figure 6.57, the results do not present systematically a correlation, as for Blastability 

index results (view Figure 6.55). However, the values are quite close each other. 
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Figure 6.56: representation of most unfavourable Rock mass discontinuity factor for each blast 

Then, the predicted x50 passing fraction has been calculated using equation 22 explained in 

paragraph 3.3.2 (Sanchidrián model).  
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The results for each blast are shown in Table 6.25. 

Table 6.24: x50 passing fraction predicted by the Sanchidrián model 

 Predicted x50 (m) 
 LiDAR photogrammetry 
Blast 7 0.525 0.496 

Blast 8 1.124* 1.124* 

Blast 9 0.439 0.398 

Blast 10 0.808* 0.808* 

Blast 11 0.892* 0.892* 

Blast 12 0.391 0.468 

 

As can be observerved, the values of x50 are characterized by an higher variation between blasts 

with respect to the previous model. The differences allow to predict if any blast will present an 

anomalous fragmentation in order to eventually modify some blasting parameters to obtain a 

correct result.  
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In this case, the results from blasts № 8, 10 and 11 show anomalies in terms of x50. This is due to 

the fact that not all the 6 blasts were performed with the same in-row delay: in fact, for the blasts 

№ 7, 9 and 12 a 23 ms delay was adopted between the 7 blastholes, while blasts № 8, 10 and 11 

were organized with a delay of only 4 ms. This second model takes in account this difference in its 

formulae (view equation 22) by means of a time function (ft) of a non-dimensional delay factor 

(πt): 

𝑓௧ = 𝛿ଵ + (1 − 𝛿ଵ − 𝛿ଶ ∙ 𝜋௧)ିఋయ∙గ   eq.23 

𝜋௧ =
ଵ

ఋమ
+

ଵ

ఋయ
−

ఋభ

ఋమ
     eq.24 

where δ1, δ2 and δ3 are functions of the normalized passing fraction p, which value is 0.5. 

The model seems then to give a too high weight to the time parameter ft: due to this, the anomalies 

highlighted in Table 6.25. The blasting campaigns of the SLIM project are performed with different 

in-row delays (delay between the 7 blastholes of the row) in order to best calibrate this factor. 

Another important consideration has to be done about the satisfactory similarity between LiDAR 

and photogrammetry results for a single blast. This can verify: the effectiveness of both techniques, 

the property of the execution of the data acquisition and the correct calibration of the parameters. 

 

 

 

 

 

 

 

 

 



Politecnico di Torino – Universidad Politecnica de Madrid Maurizio Bernardini 

Page 100 of 140 

 

7. Muckpiles fragmentation analysis  

The data acquisition for this last analysis was executed by the writer; however, the analysis of the 

results will be performed in April 2019, so it is not included in this work. Nevertheless, dealing the 

main concepts of this approach is useful to understand the potential and the target of this research. 

After having performed the blasts, the fragmented material was loaded on dumpers, hauled out of 

the quarry, and stocked close to the processing plant for the fragmentation analysis. Figure 7.58 

shows the muckpiles from blast № 7 and 8 and Figure 7.59 the muckpiles from blast № 9, 10 and 

11. 

 

Figure 7.57: muckpiles of fragmented material from blast № 7 and 8 

 

B7 

B8 
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Figure 7.58: muckpiles of fragmented material from blast № 9, 10 and 11 

The data collection on fragmentation conditions of the 6 blasts was performed with the LiDAR 

technique, whose procedure is explained in paragraph 4.1. To best frame the pile, the instrument 

was installed on a truck 10 m far from the blocks, obtaining a scanning height of approximately 3 

m; each scan includes approximately 10-15 m of the pile. The 6 targets are positioned as shown in 

Figure 7.60, to best individuate the area to scan after the “quick” scan (low resolution setting); 

then, a high resolution scan was executed. 

B11 

B9 

B10 
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Figure 7.59: configaration of the scanstation for muckpiles laser scanning (second scan for blast № 7) 

The collection of as many scans as possible was prevented by the conditions of the field around the 

piles, so a total of approximately 7 scans were performed for each blast. The raw data were 

converted and trimmed as presented in paragraph 4.1.5; however, no referencing was necessary.  

The data analysis, to obtain cumulative size distribution curves, will be carried out in April 2019 

by prof. M. Thurley following a specific methodology explained in Thurley (2013) and Thurley 

(2017). The points cloud is generally adjusted by a 3D rotation of 15º with respect to the horizontal 

axis. Then, the blocks segmentation can identify 4 categories of elements: individual rocks, 

overlapped rocks, non-overlapped rocks and areas-of-fines. Sizing is applied only on non-

overlapped rocks and areas-of-fines; overlapped elements, instead, are filtered to avoid bias due to 

mis-sizing them as smaller particles. The segmentation is shown in Figure 7.61: predominantly 

non-overlapped elements are colored.  
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Figure 7.60: resulted segmentation: predominantly non-overlapped elements are presented in color 

By this way it will be possible to obtain and compare the size distribution of the 6 different 

muckpiles resulting from the blasts. Then, a final comparison will be done between the x50 values 

predicted by Kuz-Ram and xp-frag fragmentation models and the x50 values estimated through the 

fragmentation analysis. This approach will allow to define which model best represents the 

obtained fragmentation in terms of x50. Moreover, will be compared the LiDAR and the 

photogrammetry results for each model to find which methodology provides the best inputs 

(orientation and normal spacing) for the models. 

 

 

 

 

 

 

 

 

 

 

 

 



Politecnico di Torino – Universidad Politecnica de Madrid Maurizio Bernardini 

Page 104 of 140 

 

8. Conclusions 

The LiDAR data acquisition was performed with a highest resolution setting, however the points 

cloud was subsequently subsampled to reduce the file size and allow the computer to work with a 

lower size file. For future studies, using the high resolution setting (that implies the collection of a 

lower number of points with respect to the highest resolution setting) is advised in order to save 

time during both acquisition and processing phases. Then, would be interesting to test the merging 

of two scans, executed form different position with respect to the face. Maybe, the geographical 

reference of the models allows to overlap both by CloudCompare, in this way the “stereo” 

acquisition mode could increase resolution and precision of the resulting model. 

From the LiDAR results it can be noticed that in the six blasts the main discontinuity sets repeat 

approximately in the same zone of the stereographic projection: this is the evidence of a geological 

structure that repeats in every blast. 

The photogrammetry manual clustering returned high dispersion results, whereas the automatic 

one gave more compact and defined clusters. Then, some points in manual analysis were 

erroneously assigned to the wrong set by the operator. For these reasons, the automatic clustering 

is considered more appropriated for analysis and calculations. From the total spacing analysis was 

noticed a non-homogeneous distribution of the discontinuities on the face. In particular, the toe is 

systematically less fractured with respect to the top. 

A satisfactory correlation is appreciable between the two methodologies, in fact, almost a complete 

combining was possible among the sets individuated by DSE and ShapeMetriX software. Only 4 

LiDAR sets (J5 in blast № 8, J4 and J5 in blast № 9 and J5 in blast № 11) were not associable to 

any photogrammetry resulting set. However, those would find an association if the discrimination 

angle was increased to 45º. Generally, the SvSW set, which is identified by planes oriented 

similarly with respect to the free face, presents a higher association with DSE discontinuity sets. 

On the other hand, Sh and SvSE sets, which are identified by fracture striking the free face, show 

a lower association. This is due to ability of the DSE software to detect planes (so SvSW) and, by 

contrast, its difficulty in detecting striking joints (so Sh and SvSE). 

In terms of mean normal set spacing the photogrammetry results from SvSE are a little higher with 

respect to those obtained by LiDAR: this is due to a lower number of joints individuated for that 



Politecnico di Torino – Universidad Politecnica de Madrid Maurizio Bernardini 

Page 105 of 140 

 

set. This difference is probably due to a difficulty of the operator in the manual-mapping of this 

precise set and to a lower resolution. Besides, this set presents a very high standard deviation in 

ShapeMetriX results. However, both results agree with the geological characterization of the area 

and with the first investigation campaign. For Sh and SvSW sets, instead, the results are very close 

one to the other. 

Comparing the mean poles individuated during the whole campaign by both methods, a lower 

dispersion of the clusters resulted from the photogrammetry is noticed, while the LiDAR ones 

presents a higher dispersion. However, the correlation between the results could validate the 

techniques efficacy. Finally, it notable as the SvSE photogrammetry set is grouped in two different 

cluster only in LiDAR results. 

The comparison with the geological compass verify the presence of Sh and SvSE sets. However, 

during the manual acquisition of the orientations was hard to individuate the SvSW set, for this 

reason it does not found a correspondence. Maybe, collecting a higher number of measurements 

could expose this set too. 

Applying the Kuz-Ram model was observerved that the values of the predicted x50 are characterized 

by a low variation between blasts. The differences allow to predict if any blast will present an 

anomalous fragmentation in order to eventually modify some blasting parameters (such as the 

specific drilling, the charge per hole, the initiation system or the explosive type) to obtain a correct 

result. In terms of predicted x50, the six campaign blasts seem to give quite similar fragmentation.  

Applying the xp-frag model instead, the values of predicted x50 are characterized by a higher 

variation between blasts with respect to the previous model. In this case, the result from blasts № 

8, 10 and 11 present anomalies in terms of x50. This is due to the fact that this model seems then to 

give a too high weight to the time function (ft) of the non-dimensional delay factor (πt). For this 

reason, the blasting campaigns of the SLIM project are executed with different in-row delays in 

order to then calibrate this factor. 

Another important consideration has to be done about the satisfactory similarity between LiDAR 

and photogrammetry result for the single blast applying both models. This can verify: the efficacy 

of both techniques, the property of the execution of the data acquisition and the correct calibration 

of the parameters. 
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Then, the final comparison between the x50 predicted values by the fragmentation models and the 

x50 estimated values with the fragmentation will be done by the writer in April 2019. This final 

analysis will allow to define the model which best represents the resulting fragmentation in terms 

of x50 and the best methodology to obtain the inputs data for the models. By this way, a further 

calibrations of the necessary parameters can contribute to improve the knowledge in fragmentation 

prediction in rock blasting. 
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Appendix A: geological compass measurements 

In Table A.21 the orientation values collected in the 3 measurement stations positioned as Figure 

2.7 shows (paragraph 2.1) are listed. Station 2 was in correspondence with the blast № 7 of the 

second investigation campaign. 

Table A.25: list of the orientation values collected in the 3 monitoring stations 

Station 1 Station 2 Station 3 
Dip dir(ᵒ)/Dip(ᵒ) Dip dir(ᵒ)/Dip(ᵒ) Dip dir(ᵒ)/Dip(ᵒ) 

169/68 198/38 70/9 189/84 
322/65 198/38 152/84 189/84 
176/60 155/74 108/9 189/84 
176/60 155/74 102/85 275/65 
172/70 155/74 17/37 260/73 
266/78 205/22 233/31 260/9 
266/78 205/22 63/9 258/81 
266/78 205/22 296/82 272/8 
266/78 174/74 325/72 174/59 
266/78 174/74 164/9 266/9 
151/64 174/74 346/6 88/86 
271/72 160/66 346/6 261/9 
271/72 179/80 346/6 261/9 
157/68 90/72 346/6 261/9 
157/68 94/80 346/6 261/9 
157/68 173/36 115/9 276/64 
329/70 173/36 130/7  
146/70 173/36 354/55  
147/70 94/72   
146/72 155/4   
147/72 155/4   
166/76 255/78   
166/76 114/84   
168/76 102/80   
147/72 104/78   
198/38    
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Appendix B: geo-referencing coordinates 

In Table B.22 the 3 coordinates (E, N, Z) are reported for each control points used for geo-

referencing 3D model resulting from both LiDAR and photogrammetry techniques. To reduce error 

in the aligning process, there were subtracted 428,000 to the East coordinate and 4,400,000 to the 

North coordinate. 

Table B.26: coordinates of the six target points for each blast 

TARGET 
POSITION 

BLAST 7 BLAST 8 
E N Z E N Z 

up-right 428144.43 4400170.53 654.84 428126.69 4400190.66 653.93 

up-center 428150.18 4400166.29 653.74 - - - 

up-left 428156.59 4400159.03 654.43 428137.30 4400176.16 654.68 

bottom-right 428145.60 4400173.13 644.88 428128.32 4400189.86 644.91 

bottom-center 428151.73 4400169.23 645.98 428131.85 4400185.19 644.33 

bottom-left 428157.68 4400164.26 644.98 428138.21 4400179.23 644.11 

       

TARGET 
POSITION 

BLAST 9 BLAST 10 
E N Z E N Z 

up-right 428139.21 4400169.82 655.17 428124.44 4400185.72 653.17 

up-center 428150.24 4400161.76 654.08 428130.21 4400178.47 653.44 

up-left 428153.97 4400154.62 655.21 428136.99 4400169.95 654.76 

bottom-right 428142.80 4400172.17 644.96 428125.66 4400187.20 643.69 

bottom-center 428149.24 4400167.25 645.05 428132.45 4400180.23 642.38 

bottom-left 428155.05 4400161.30 645.92 428137.52 4400174.23 642.93 

       

TARGET 
POSITION 

BLAST 11 BLAST 12 
E N Z E N Z 

up-right 428136.40 4400167.32 654.31 428135.52 4400163.31 654.86 

up-center 428145.84 4400160.29 654.92 428145.12 4400156.49 653.37 

up-left 428152.33 4400152.11 654.62 428148.97 4400151.08 653.81 

bottom-right 428138.36 4400168.78 644.45 428138.35 4400164.38 644.98 

bottom-center 428148.41 4400162.44 644.92 428147.05 4400158.61 644.84 

bottom-left 428155.64 4400157.38 644.27 428149.56 4400155.64 645.73 
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Appendix C: manual and automatic structure maps 

In Figure C.65 the manually marked structure is presented, the clustering is defined by the operator. 

A family (structure set) was assigned to every joint according to its orientation; different colours 

were given to each set: 

 red to the SvSE set (subvertical in South-East direction); 

 blue to the SvSW set (subvertical in South-West direction); 

 green to the Sh set (subhorizontal).  

 

 

 

BLAST 7 

BLAST 8 
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Figure C.61: manual cluster of the structure map marked by the operator 

In Figure C.66 the automatic clustering of the marked joints is executed by the ShapeMetriX 

software. Not assigned joints are presented in black. 

 

 

BLAST 12 

BLAST 7 

BLAST 8 
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Figure C.62: automatic clustering of the structure map by ShapeMetriX software 
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Appendix D: density plot resulting from DSE  

Figure D.67 shows the density plots for each blast; it is notable as the higher density pick was 

considered as the bench face, then no set was assigned to it. A systematic error occurs in this type 

of representation: those poles, in fact, should be represented with the Schmidt projection to prevent 

areal distortion. However, this diagram was useful to visually analyse the density of each pole and 

exclude the bench one. 

 

Figure D.63: poles density plot resulting from DSE analysis 
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Appendix E: photogrammetry normal set spacing  

Table E.29 lists, for each set of each blast, the mean, minimum and maximum values of the normal 

set spacing; the standard deviation is also reported. 

Table E.27: values of the normal set spacing for each set of each blast 

 BLAST 7 
 Mean value Standard dev Min value Max value 

SvSE 2.36 2.82 0.12 13.77 

Sh 1.70 1.31 0 5.76 

SvSW 1.03 1.19 0 5.04 
 BLAST 8 
 Mean value Standard dev Min value Max value 

SvSE 3.42 2.91 0 11.71 
Sh 1.72 1.62 0 7.92 

SvSW 0.34 0.55 0 3.80 
 BLAST 9 
 Mean value Standard dev Min value Max value 

SvSE 1.53 1.64 0 8.43 

Sh 1.30 1.28 0 5.39 

SvSW 1.76 1.78 0 9.95 
 BLAST 10 
 Mean value Standard dev Min value Max value 

SvSE 4.20 4.29 0.02 19.72 

Sh 1.16 1.04 0 5.27 

SvSW 0.73 1.01 0 4.26 
 BLAST 11 
 Mean value Standard dev Min value Max value 

SvSE 3.78 3.72 0.02 15.91 
Sh 1.96 1.59 0.08 6.02 

SvSW 0.65 0.59 0 2.80 
 BLAST 12 
 Mean value Standard dev Min value Max value 

SvSE 3.25 3.36 0.06 17.22 

Sh 1.63 1.66 0.06 8.00 

SvSW 0.52 0.57 0 3.22 
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Appendix F: photogrammetry total spacing 

Table F.30 shows the values of mean, minimum and maximum of the total spacing resulting from 

each scanline. The standard deviation is also reported. 

Table F.28: values of total spacing for each of the 3 scanlines for each blast 

 Blast 7 Blast 8 Blast 9 

 sc. 1 sc. 2 sc. 3 sc. 1 sc. 2 sc. 3 sc. 1 sc. 2 sc. 3 

Mean value 1.05 1.01 1.22 0.77 1.23 1.16 0.53 0.57 0.59 

Min value 0.01 0.04 0.25 0.07 0.15 0.08 0.05 0.04 0.05 

Max value 3.32 3.38 3.78 2.25 3.24 3.59 1.39 1.71 1.76 

Standard dev 0.92 0.74 1.03 0.55 0.96 1.00 0.30 0.43 0.41 

          

 Blast 10 Blast 11 Blast 12 

 sc. 1 sc. 2 sc. 3 sc. 1 sc. 2 sc. 3 sc. 1 sc. 2 sc. 3 

Mean value 1.01 1.19 1.49 1.41 0.95 1.41 0.48 0.90 0.97 

Min value 0.00 0.07 0.60 0.14 0.07 0.17 0.09 0.02 0.06 

Max value 6.33 3.22 3.93 6.03 3.26 6.20 1.57 2.62 3.66 

Standard dev 1.24 1.02 0.89 1.39 0.66 1.59 0.35 0.60 0.95 

 



Politecnico di Torino – Universidad Politecnica de Madrid Maurizio Bernardini 

Page 121 of 140 

 

Appendix G: stereograms comparison  

Blast № 7 

  

Figure G.64: comparison of pairs of stereograms from DSE and ShapeMetriX software.  
The matches are J1 with Sh, J2-J4 with SvSW, and J3-J5 with SvSE 

 

Table G.29: sets matches for blast № 7 

DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 
J1 37.93 30.31 Sh 132.66 8.72 
J2 221.03 88.75 

SvSW 33.29 69.93 
J4 190.17 86.66 
J3 336.24 66.00 

SvSE 310.59 81.25 
J5 291.48 80.30 

 

Table G.30: angular distance (ᵒ) between matches for blast № 7 

 Sh SvSW SvSE 
J1 32.11 39.75 81.11 
J2 88.52 22.63 89.37 
J3 74.03 52.67 28.85 
J4 82.02 32.60 60.61 
J5 88.44 82.43 18.88 

 

SvSW 

Sh 

SvSE 

J1 

J2 

J3 

J4 

J5 
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Blast № 8 

       

Figure G.65: comparison of pairs of stereograms from DSE and ShapeMetriX software.  
The matches are J3 with Sh, J1-J2-J4 with SvSW 

 

Table G.31: sets matches for blast № 8 

DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 
J1 237.58 85.89 

SvSW 49.73 85.96 J4 211.54 81.70 
J2 44.97 59.59 
J3 71.12  8.63 Sh 76.41 8.59 
J5 295.39 53.20 - - - 
- - - SvSE 327.75 82.23 

 

Table G.32: angular distance (ᵒ) between matches for blast № 8 

 Sh SvSW SvSE 
J1 85.98 11.31 89.61 
J2 52.38 26.75 75.08 
J3 0.793 77.93 84.30 
J4 87.82 21.94 65.57 
J5 60.04 73.32 41.30 
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Blast № 9 

      

Figure G.66: comparison of pairs of stereograms from DSE and ShapeMetriX software.  
The matches are J1-J2 with SvSW, and J3 with SvSE 

 

Table G.33: sets matches for blast № 9 

DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 
J1 32.48 34.49 

SvSW 31.98 66.71 
J2 207.19 89.40 
J3 350.22 70.00 SvSE 311.75 78.52 
J4 104.52 67.16 - - - 
J5 245.34 88.20 - - - 
- - - Sh 139.80 7.95 

 

Table G.34: angular distance (ᵒ) between matches for blast № 9 

 Sh SvSW SvSE 
J1 37.53 32.22 75.31 
J2 86.36 24.33 75.86 
J3 76.9 38.82 37.90 
J4 60.76 65.95 43.46 
J5 89.66 41.02 66.53 
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Blast № 10 

      

Figure G.67: comparison of pairs of stereograms from DSE and ShapeMetriX software.  
The matches are J1-J2 with SvSW, and J3-J4 with SvSE 

 

Table G.35: sets matches for blast № 10 

DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 
J1 228.96 88.76 

SvSW 43.51 82.14 
J2 214.90 87.51 
J3 97.31 86.19 

SvSE 313.37 87.05 
J4 288.42 68.25 
- - - Sh 70.85 5.62 

 

Table G.36: angular distance (ᵒ) between matches for blast № 10 

 Sh SvSW SvSE 
J1 86.03 10.59 84.35 
J2 87.94 13.44 81.67 
J3 81.16 53.64 36.66 
J4 72.74 70.15 30.67 
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Blast № 11 

       

Figure G.68: comparison of pairs of stereograms from DSE and ShapeMetriX software.  
The matches are J1 with Sh, J2 with SvSW, and J3-J4 with SvSE 

 

Table G.37: sets matches for blast № 11 

DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 
J1 37.86 30.36 Sh 119.99 6.85 
J2 207.19 89.42 SvSW 29.73 73.28 
J3 336.24 66.06 

SvSE 309.83 89.34 
J4 291.50 80.36 
J5 178.27 76.32 - - - 

 

Table G.38: angular distance (ᵒ) between matches for blast № 11 

 Sh SvSW SvSE 
J1 30.12 43.32 88.43 
J2 89.09 17.48 77.36 
J3 71.64 50.39 34.59 
J4 87.14 85 20.32 
J5 72.8 43.47 50.07 
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Blast № 12 

      

Figure G.69: comparison of pairs of stereograms from DSE and ShapeMetriX software.  
The matches are J5 with Sh, and J1-J2-J3-J4 with SvSW 

 

Table G.39: sets matches for blast № 12 

DSE set Dip dir (ᵒ) Dip (ᵒ) SMX set Dip dir (ᵒ) Dip (ᵒ) 
J1 41.07 88.67 

SvSW 40.00 77.42 
J2 242.85 89.36 
J3 239.07 69.45 
J4 202.20 69.42 
J5 96.31 24.28 Sh 209.29 7.55 
- - - SvSE 291.23 89.01 

 

Table G.40: angular distance (ᵒ) between matches for blast № 12 

 Sh SvSW SvSE 
J1 83.94 11.29 70.19 
J2 83.08 26.24 48.37 
J3 62.95 38.06 54.52 
J4 61.93 37.49 88.74 
J5 28.05 65.09 67.57 
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Appendix H: normal spacing comparison 

Table H.41: comparison of the mean normal set spacing and its relative standard deviation  
for each set of each blast 

BLAST 7 
DSE set Mean value St. dev. SMX set Mean value St. dev. 

J1 1.07 0.88 Sh 1.70 1.31 
J2 0.8 0.66 

SvSW 1.03 1.19 
J4 1.54 1.05 
J3 2.05 1.76 

SvSE 2.36 2.82 
J5 2.6 2.14 

BLAST 8 
DSE set Mean value St. dev. SMX set Mean value St. dev. 

J1 0.84 0.66 
SvSW 0.34 0.55 J4 0.67 0.48 

J2 0.71 0.66 
J3 2.08 1.96 Sh 1.72 1.62 
J5 3.31 2.53 - - - 
- - - SvSE 3.42 2.91 

BLAST 9 
DSE set Mean value St. dev. SMX set Mean value St. dev. 

J1 0.92 0.74 
SvSW 1.76 1.78 

J2 1.07 0.88 
J3 1.36 1.1 SvSE 1.53 1.64 
J4 2.3 1.51 - - - 
J5 2.08 1.38 - - - 
- - - Sh 1.30 1.28 

BLAST 10 
DSE set Mean value St. dev. SMX set Mean value St. dev. 

J1 1.58 1.03 
SvSW 0.73 1.01 

J2 0.94 0.64 
J3 1.2 0.82 

SvSE 4.20 4.29 
J4 2.87 1.92 
- - - Sh 1.16 1.04 

BLAST 11 
DSE set Mean value St. dev. SMX set Mean value St. dev. 

J1 1.05 0.79 Sh 1.96 1.59 
J2 0.85 0.67 SvSW 0.65 0.59 
J3 1.87 1.37 

SvSE 3.78 3.72 
J4 2.6 1.89 
J5 2.02 1.5 - - - 

BLAST 12 
DSE set Mean value St. dev. SMX set Mean value St. dev. 

J1 0.87 0.74 

SvSW 0.52 0.57 
J2 0.7 0.53 
J3 2.26 2.88 
J4 2.04 1.99 
J5 0.95 0.07 Sh 1.63 1.66 
- - - SvSE 3.25 3.36 
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Appendix I: rock factors 

Blastability index 

Table I.42: Blastability index results for each DSE set of blast № 7 

 

I.Table 43: Blastability index results for each DSE set of blast № 8 

 

 

set J1 J2 J3 J4 J5
JPA Dip Dir/Dip (ᵒ/ᵒ) 37.93/30.31 221.03/88.75 336.24/66.00 190.17/86.66 291.48/80.30

Set/face orientation horizontal parallel strike perp. strike perp. strike perp.
Assigned value 10 40 30 30 30

JPS Normal spacing Sj (m) 1.07 0.8 2.05 1.54 2.6
Burden B (m)
Spacing S (m)
Assigned value 80 80 80 80 80

JF=JPA+JPS 90 120 110 110 110
RMD=JF (vertically jointed) 90 120 110 110 110
RDI=25*RD-50 Rock density RD (t/m3)

Final value
HF=Y/3 (Y<50) Young's Modulus Y (GPa)

Final value

6.861 8.661 8.061 8.061 8.061
BLASTABILITY INDEX 
A=0.06*(RMD+RDI+HF)

3.72
3.5

19.8
17.75
2.71

BLAST 7

6.6

set J1 J2 J3 J4 J5
JPA Dip Dir/Dip (ᵒ/ᵒ) 237.58/85.89 44.97/59.59 71.12/ 8.63 211.54/81.70 295.39/53.20

Set/face orientation parallel dip into dip into dip out strike perp.
Assigned value 40 40 40 20 30

JPS Normal spacing Sj (m) 0.84 0.71 2.08 0.67 3.31
Burden B (m)
Spacing S (m)
Assigned value 80 80 80 80 80

JF=JPA+JPS 120 120 120 100 110
RMD=JF (vertically jointed) 120 120 120 100 110
RDI=25*RD-50 Rock density RD (t/m3)

Final value
HF=Y/3 (Y<50) Young's Modulus Y (GPa)

Final value

8.661 8.661 8.661 7.461 8.061
BLASTABILITY INDEX 
A=0.06*(RMD+RDI+HF)

BLAST 8

6.6
19.8
17.75
2.71

3.73
4.11
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Table I.44: Blastability index results for each DSE set of blast № 9 

 

Table I.45: Blastability index results for each DSE set of blast № 10 

 

set J1 J2 J3 J4 J5
JPA Dip Dir/Dip (ᵒ/ᵒ) 32.48/34.49 207.19/89.40 350.22/70.00 104.52/67.16 245.34/88.20

Set/face orientation dip into parallel strike perp. strike perp. parallel
Assigned value 40 40 30 30 40

JPS Normal spacing Sj (m) 0.92 1.07 1.36 2.3 2.08
Burden B (m)
Spacing S (m)
Assigned value 80 80 80 80 80

JF=JPA+JPS 120 120 110 110 120
RMD=JF (vertically jointed) 120 120 110 110 120
RDI=25*RD-50 Rock density RD (t/m3)

Final value
HF=Y/3 (Y<50) Young's Modulus Y (GPa)

Final value

8.661 8.661 8.061 8.061 8.661
BLASTABILITY INDEX 
A=0.06*(RMD+RDI+HF)

3.83
3.19

17.75
2.71

BLAST 9

6.6
19.8

set J1 J2 J3 J4 J5
JPA Dip Dir/Dip (ᵒ/ᵒ) 228.96/88.76 214.90/87.51 97.31/86.19 288.42/68.25 -

Set/face orientation parallel parallel strike perp. strike perp. -
Assigned value 40 40 30 30 -

JPS Normal spacing Sj (m) 1.58 0.94 1.2 2.87 -
Burden B (m) -
Spacing S (m) -
Assigned value 80 80 80 80 -

JF=JPA+JPS 120 120 110 110 -
RMD=JF (vertically jointed) 120 120 110 110 -
RDI=25*RD-50 Rock density RD (t/m3) -

Final value -
HF=Y/3 (Y<50) Young's Modulus Y (GPa) -

Final value -

8.661 8.661 8.061 8.061 -
BLASTABILITY INDEX 
A=0.06*(RMD+RDI+HF)

3.37
3.68

6.6
19.8

17.75
2.71

BLAST 10
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Table I.46: Blastability index results for each DSE set of blast № 11 

 

Table I.47: Blastability index results for each DSE set of blast № 12 

 

 

 

 

 

set J1 J2 J3 J4 J5
JPA Dip Dir/Dip (ᵒ/ᵒ) 37.86/30.36 207.19/89.42 336.24/66.06 291.50/80.36 178.27/76.32

Set/face orientation horizontal parallel strike perp. strike perp. strike perp.
Assigned value 10 40 30 30 30

JPS Normal spacing Sj (m) 1.05 0.85 1.87 2.6 2.02
Burden B (m)
Spacing S (m)
Assigned value 80 80 80 80 80

JF=JPA+JPS 90 120 110 110 110
RMD=JF (vertically jointed) 90 120 110 110 110
RDI=25*RD-50 Rock density RD (t/m3)

Final value
HF=Y/3 (Y<50) Young's Modulus Y (GPa)

Final value

6.861 8.661 8.061 8.061 8.061
BLASTABILITY INDEX 
A=0.06*(RMD+RDI+HF)

6.6
19.8
17.75
2.71

4.23
3.3

BLAST 11

set J1 J2 J3 J4 J5
JPA Dip Dir/Dip (ᵒ/ᵒ) 41.068/88.665 242.85/89.358 239.07/69.453 202.2/69.416 96.308/24.283

Set/face orientation dip into parallel dip out dip out strike perp.
Assigned value 40 40 20 20 30

JPS Normal spacing Sj (m) 0.87 0.7 2.26 2.04 0.95
Burden B (m)
Spacing S (m)
Assigned value 80 80 80 80 80

JF=JPA+JPS 120 120 100 100 110
RMD=JF (vertically jointed) 120 120 100 100 110
RDI=25*RD-50 Rock density RD (t/m3)

Final value
HF=Y/3 (Y<50) Young's Modulus Y (GPa)

Final value

8.661 8.661 7.461 7.461 8.061
BLASTABILITY INDEX 
A=0.06*(RMD+RDI+HF)

3.66
3.23

6.6
19.8
17.75
2.71

BLAST 12
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Table I.48: Blastability index results for each ShapeMetriX set of blast № 7 

 

Table I.49: Blastability index results for each ShapeMetriX set of blast № 8 

 

set SvSE Sh SvSW

JPA Dip Dir/Dip (ᵒ/ᵒ) 310,58/81,24 132,65/8,72 33,29/69,93
Set/face orientation stike perp. horizontal dip into
Assigned value 30 10 40

JPS Normal spacing Sj (m) 2.36 1.70 1.03
Burden B (m)
Spacing S (m)
Assigned value 80 80 80

JF=JPA+JPS 110 90 120
RMD=JF (vertically jointed) 110 90 120
RDI=25*RD-50 Rock density RD (t/m3)

Final value
HF=Y/3 (Y<50) Young's Modulus Y (GPa)

Final value
8.061 6.861 8.661BLASTABILITY INDEX A=0.06*(RMD+RDI+HF)

BLAST 7

6.6
19.8
17.75
2.71

3.72
3.5

set SvSE Sh SvSW

JPA Dip Dir/Dip (ᵒ/ᵒ) 327,74/82,22 76,40/8,58 49,72/85,95
Set/face orientation stike perp. horizontal dip into
Assigned value 30 10 40

JPS Normal spacing Sj (m) 3.42 1.72 0.34
Burden B (m)
Spacing S (m)
Assigned value 80 80 80

JF=JPA+JPS 110 90 120
RMD=JF (vertically jointed) 110 90 120
RDI=25*RD-50 Rock density RD (t/m3)

Final value
HF=Y/3 (Y<50) Young's Modulus Y (GPa)

Final value
8.061 6.861 8.661BLASTABILITY INDEX A=0.06*(RMD+RDI+HF)

BLAST 8

6.6
19.8
17.75

3.73
4.11

2.71
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I.Table 50: Blastability index results for each ShapeMetriX set of blast № 9 

 

Table I.51: Blastability index results for each ShapeMetriX set of blast № 10 

 

 

set SvSE Sh SvSW

JPA Dip Dir/Dip (ᵒ/ᵒ) 311,74/78,51 139,79/7,94 31,98/66,71
Set/face orientation stike perp. horizontal dip into
Assigned value 30 10 40

JPS Normal spacing Sj (m) 1.53 1.30 1.76
Burden B (m)
Spacing S (m)
Assigned value 80 80 80

JF=JPA+JPS 110 90 120
RMD=JF (vertically jointed) 110 90 120
RDI=25*RD-50 Rock density RD (t/m3)

Final value
HF=Y/3 (Y<50) Young's Modulus Y (GPa)

Final value
8.061 6.861 8.661BLASTABILITY INDEX A=0.06*(RMD+RDI+HF)

BLAST 9

3.19

6.6
19.8
17.75
2.71

3.83

set SvSE Sh SvSW

JPA Dip Dir/Dip (ᵒ/ᵒ) 313,37/87,04 70,84/5,61 43,51/82,13
Set/face orientation stike perp. horizontal dip into
Assigned value 30 10 40

JPS Normal spacing Sj (m) 4.20 1.16 0.73
Burden B (m) 3.37
Spacing S (m) 3.68
Assigned value 50 80 80

JF=JPA+JPS 80 90 120
RMD=JF (vertically jointed) 80 90 120
RDI=25*RD-50 Rock density RD (t/m3) 2.71

Final value 17.75
HF=Y/3 (Y<50) Young's Modulus Y (GPa) 19.8

Final value 6.6
6.261 6.861 8.661BLASTABILITY INDEX A=0.06*(RMD+RDI+HF)

BLAST 10
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Table I.52: Blastability index results for each ShapeMetriX set of blast № 11 

 

Table I.53: Blastability index results for each ShapeMetriX set of blast № 12 

 

 

 

 

set SvSE Sh SvSW

JPA Dip Dir/Dip (ᵒ/ᵒ) 309,83/89,33 119,99/6,84 29,72/73,27
Set/face orientation stike perp. horizontal dip into
Assigned value 30 10 40

JPS Normal spacing Sj (m) 3.78 1.96 0.65
Burden B (m)
Spacing S (m)
Assigned value 50 80 80

JF=JPA+JPS 80 90 120
RMD=JF (vertically jointed) 80 90 120
RDI=25*RD-50 Rock density RD (t/m3)

Final value
HF=Y/3 (Y<50) Young's Modulus Y (GPa)

Final value
6.261 6.861 8.661BLASTABILITY INDEX A=0.06*(RMD+RDI+HF)

6.6
19.8
17.75
2.71

4.23

BLAST 11

3.3

set SvSE Sh SvSW

JPA Dip Dir/Dip (ᵒ/ᵒ) 291,22/89,01 209,29/7,54 39,99/77,42
Set/face orientation stike perp. horizontal dip into
Assigned value 30 10 40

JPS Normal spacing Sj (m) 3.25 1.63 0.52
Burden B (m)
Spacing S (m)
Assigned value 80 80 80

JF=JPA+JPS 110 90 120
RMD=JF (vertically jointed) 110 90 120
RDI=25*RD-50 Rock density RD (t/m3)

Final value
HF=Y/3 (Y<50) Young's Modulus Y (GPa)

Final value
8.061 6.861 8.661BLASTABILITY INDEX A=0.06*(RMD+RDI+HF)

3.66
3.23

6.6
19.8
17.75
2.71

BLAST 12
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Table I.54: Blastability index value for each LiDAR and photogrammetry sets 

DSE set ShapeMetriX set 
BLAST 7 

J1 6.86 Sh 6.86 
J2 8.66 

SvSW 8.66 
J4 8.06 
J3 8.06 

SvSE 8.06 
J5 8.06 

BLAST 8 
J1 8.66 

SvSW 8.66 J4 7.46 
J2 8.66 
J3 8.66 Sh 6.86 
J5 8.06 SvSE 8.06 

BLAST 9 
J1 8.66 - - 
J3 8.06 SvSE 8.06 
J4 8.06 Sh 6.86 
J2 8.66 

SvSW 8.66 
J5 8.66 

BLAST 10 
J1 8.66 

Sh 6.86 J3 8.06 
J2 8.66 
J4 8.06 SvSE 6.26 
- - SvSW 8.66 

BLAST 11 
J1 6.86 -   
J2 8.66 SvSW 8.66 
J3 8.06 SvSE 6.26 
J4 8.06 Sh 6.86 
J5 8.06 - - 

BLAST 12 
J1 8.66 

SvSW 8.66 
J2 8.66 
J3 7.46 
J4 7.46 
J5 8.06 Sh 6.86 
- - SvSE 8.06 
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Rock mass discontinuity factor  

Table I.55: Rock mass discontinuity factor results for each DSE set of blast № 7 

 

Table I.56: Rock mass discontinuity factor results for each DSE set of blast № 8 

 

Table I.57: Rock mass discontinuity factor results for each DSE set of blast № 9 

 

set J1 J2 J3 J4 J5

Normal spacing Sj (m) 1.07 0.8 2.05 1.54 2.6

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.31 0.23 0.59 0.44 0.74

Dip Dir/Dip (ᵒ/ᵒ) 37.93/30.31 221.03/88.75 336.24/66.00 190.17/86.66 291.48/80.30

Set/face orientation horizontal parallel strike perp. strike perp. strike perp.

Joint orientation index joi 0.25 1 0.75 0.75 0.75

Constant aO

Final value 0.11 0.43 0.32 0.32 0.32

0.41 0.66 0.91 0.76 1.06

BLAST 7

Joint orientation term JO

Joint spacing term JS

Rock mass discontinuity factor JF

0.43

0.77

0.5

3.5

set J1 J2 J3 J4 J5

Normal spacing Sj (m) 0.84 0.71 2.08 0.67 3.31

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.20 0.17 0.51 0.16 0.77
Dip Dir/Dip (ᵒ/ᵒ) 237.58/85.89 44.97/59.59 71.12/ 8.63 211.54/81.70 295.39/53.20
Set/face orientation parallel dip into dip into dip out strike perp.

Joint orientation index joi 1 1 1 0.5 0.75

Constant aO

Final value 0.43 0.43 0.43 0.21 0.32

0.63 0.60 0.93 0.38 1.09

BLAST 8

Joint spacing term JS

Joint orientation term JO

Rock mass discontinuity factor JF

0.43

0.77

0.5

4.11

set J1 J2 J3 J4 J5

Normal spacing Sj (m) 0.92 1.07 1.36 2.3 2.08

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.29 0.34 0.43 0.72 0.65
Dip Dir/Dip (ᵒ/ᵒ) 32.48/34.49 207.19/89.40 350.22/70.00 104.52/67.16 245.34/88.20
Set/face orientation dip into parallel strike perp. strike perp. parallel

Joint orientation index joi 1 1 0.75 0.75 1

Constant aO

Final value 0.43 0.43 0.32 0.32 0.43

0.72 0.76 0.75 1.04 1.08

0.43

BLAST 9

Joint spacing term JS

0.77

0.5

3.19

Joint orientation term JO

Rock mass discontinuity factor JF
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Table I.58: Rock mass discontinuity factor results for each DSE set of blast № 10 

 

Table I.59: Rock mass discontinuity factor results for each DSE set of blast № 11 

 

Table I.60: Rock mass discontinuity factor results for each DSE set of blast № 12 

 

 

set J1 J2 J3 J4 J5

Normal spacing Sj (m) 1.58 0.94 1.2 2.87 -

Characteristic size Lj (m) -

Fraction passing value P -

Limiting value as -

Final value 0.47 0.28 0.36 0.77 -
Dip Dir/Dip (ᵒ/ᵒ) 228.96/88.76 214.90/87.51 97.31/86.19 288.42/68.25 -
Set/face orientation parallel parallel strike perp. strike perp. -

Joint orientation index joi 1 1 0.75 0.75 -

Constant aO -

Final value 0.43 0.43 0.32 0.32 -

0.90 0.71 0.68 1.09 -

Joint spacing term JS

Joint orientation term JO

0.43

0.77

0.5

3.37

BLAST 10

Rock mass discontinuity factor JF

set J1 J2 J3 J4 J5

Normal spacing Sj (m) 1.05 0.85 1.87 2.6 2.02

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.32 0.26 0.57 0.77 0.61
Dip Dir/Dip (ᵒ/ᵒ) 37.86/30.36 207.19/89.42 336.24/66.06 291.50/80.36 178.27/76.32
Set/face orientation horizontal parallel strike perp. strike perp. strike perp.

Joint orientation index joi 0.25 1 0.75 0.75 0.75

Constant aO

Final value 0.11 0.43 0.32 0.32 0.32

0.42 0.68 0.89 1.09 0.93

BLAST 11

Joint spacing term JS

Joint orientation term JO

Rock mass discontinuity factor JF

0.43

0.77

0.5

3.3

set J1 J2 J3 J4 J5

Normal spacing Sj (m) 0.87 0.7 2.26 2.04 0.95

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.27 0.22 0.70 0.63 0.29
Dip Dir/Dip (ᵒ/ᵒ) 41.07/88.67 242.85/89.36 239.07/69.45 202.2/69.41 96.31/24.28
Set/face orientation dip into parallel dip out dip out strike perp.

Joint orientation index joi 1 1 0.5 0.5 0.75

Constant aO

Final value 0.43 0.43 0.21 0.21 0.32

0.70 0.64 0.91 0.85 0.61

3.23

Rock mass discontinuity factor JF

BLAST 12

Joint spacing term JS

Joint orientation term JO

0.43

0.77

0.5
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Table I.61: Rock mass discontinuity factor results for each ShapeMetriX set of blast № 7 

 

Table I.62: Rock mass discontinuity factor results for each ShapeMetriX set of blast № 8 

 

set SvSE Sh SvSW

Normal spacing Sj (m) 2.36 1.70 1.03

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.68 0.49 0.30
Dip Dir/Dip (ᵒ/ᵒ) 310,58/81,24 132,65/8,72 33,29/69,93
Set/face orientation stike perp. horizontal dip into

Joint orientation index joi 0.75 0.25 1

Constant aO

Final value 0.32 0.11 0.43

1.00 0.59 0.72

0.43

0.77

0.5

BLAST 7

Joint spacing term JS

Joint orientation term JO

Rock mass discontinuity factor JF

3.5

set SvSE Sh SvSW

Normal spacing Sj (m) 3.42 1.72 0.34

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.77 0.42 0.08
Dip Dir/Dip (ᵒ/ᵒ) 327,74/82,22 76,40/8,58 49,72/85,95
Set/face orientation stike perp. horizontal dip into

Joint orientation index joi 0.75 0.25 1

Constant aO

Final value 0.32 0.11 0.43

1.09 0.52 0.51

Joint spacing term JS

0.43

Joint orientation term JO

Rock mass discontinuity factor JF

0.77

0.5

4.11

BLAST 8
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Table I.63: Rock mass discontinuity factor results for each ShapeMetriX set of blast № 9 

 

Table I.64: Rock mass discontinuity factor results for each ShapeMetriX set of blast № 10 

 

set SvSE Sh SvSW

Normal spacing Sj (m) 1.53 1.30 1.76

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.48 0.41 0.55
Dip Dir/Dip (ᵒ/ᵒ) 311,74/78,51 139,79/7,94 31,98/66,71
Set/face orientation stike perp. horizontal dip into

Joint orientation index joi 0.75 0.25 1

Constant aO

Final value 0.32 0.11 0.43

0.80 0.51 0.98Rock mass discontinuity factor JF

0.43

BLAST 9

Joint spacing term JS

Joint orientation term JO

0.77

0.5

3.19

set SvSE Sh SvSW

Normal spacing Sj (m) 4.20 1.16 0.73

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.77 0.35 0.22
Dip Dir/Dip (ᵒ/ᵒ) 313,37/87,04 70,84/5,61 43,51/82,13
Set/face orientation stike perp. horizontal dip into

Joint orientation index joi 0.75 0.25 1

Constant aO

Final value 0.32 0.11 0.43

1.09 0.45 0.64

0.43

BLAST 10

Joint spacing term JS

Joint orientation term JO

Rock mass discontinuity factor JF

3.37

0.77

0.5
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Table I.65: Rock mass discontinuity factor results for each ShapeMetriX set of blast № 11 

 

Table I.66: Rock mass discontinuity factor results for each ShapeMetriX set of blast № 12 

 

 

 

 

 

 

 

 

set SvSE Sh SvSW

Normal spacing Sj (m) 3.78 1.96 0.65

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.77 0.60 0.20
Dip Dir/Dip (ᵒ/ᵒ) 309,83/89,33 119,99/6,84 29,72/73,27
Set/face orientation stike perp. horizontal dip into

Joint orientation index joi 0.75 0.25 1

Constant aO

Final value 0.32 0.11 0.43

1.09 0.70 0.62

Joint orientation term JO

Rock mass discontinuity factor JF

0.43

BLAST 11

Joint spacing term JS

0.77

0.5

3.3

set SvSE Sh SvSW

Normal spacing Sj (m) 3.25 1.63 0.52

Characteristic size Lj (m)

Fraction passing value P

Limiting value as

Final value 0.77 0.50 0.16
Dip Dir/Dip (ᵒ/ᵒ) 291,22/89,01 209,29/7,54 39,99/77,42
Set/face orientation stike perp. horizontal dip into

Joint orientation index joi 0.75 0.25 1

Constant aO

Final value 0.32 0.11 0.43

1.09 0.61 0.59

0.43

BLAST 12

Joint orientation term JO

Rock mass discontinuity factor JF

Joint spacing term JS

0.77

0.5

3.23
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Table I.67: Rock mass discontinuity factor value for each LiDAR and photogrammetry sets 

 

 

J1 0.41 Sh 0.59
J2 0.66

J4 0.76
J3 0.91
J5 1.06

J1 0.63
J4 0.38
J2 0.60
J3 0.93 Sh 0.52
J5 1.09 SvSE 1.09

J1 0.72 - -
J3 0.75 SvSE 0.80

J4 1.04 Sh 0.51

J2 0.76
J5 1.08

J1 0.90
J3 0.68
J2 0.71
J4 1.09 SvSE 1.09
- - SvSW 0.64

J1 0.42 -

J2 0.68 SvSW 0.62

J3 0.89 SvSE 1.09

J4 1.09 Sh 0.70
J5 0.93 - -

J1 0.70
J2 0.64
J3 0.91
J4 0.85
J5 0.61 Sh 0.61
- - SvSE 1.09

BLAST 7

DSE set ShapeMetriX set

SvSW

SvSE 1.00

0.72

BLAST 8

DSE set ShapeMetriX set

SvSW

BLAST 9

0.98

0.51

Sh

BLAST 11

DSE set ShapeMetriX set

DSE set ShapeMetriX set

SvSW

BLAST 10

DSE set ShapeMetriX set

0.59SvSW

DSE set ShapeMetriX set

0.45

BLAST 12
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