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Abstract

As renewable energy is gaining an increasing attention due to global warm-
ing, traditional grids are facing numerous challenges. A combination of dif-
ferent technologies is essential to ensure energy security and equity, while
maintaining an acceptable level of environmental sustainability. Energy stor-
age devices will play a key role at different levels of the electrical grids for
maintaining a stable supply of energy, both in a short- and long-term context.
As storage can provide a wide variety of services to the grid, an accurate
regulatory framework is necessary for a detailed consideration of its bene-
fits.
In this thesis, after introducing the basics of mathematical optimization and
power system analysis, a discussion on the role and consideration of stor-
age devices in electrical grids is presented. After defining an optimal power
flow model in which storage is integrated as a "transmission asset", finan-
cial instruments called "Financial Storage Rights" are reviewed considering
a nodal pricing scheme. Since manuscripts and reports concerning this
topic have been considering Direct Current (DC) approximations of the op-
timal power flow equations, a full Alternating Current (AC) formulation is
presented without neglecting losses, reactive power flows and voltage lev-
els. Consequently, the mathematical computation of Financial Transmission
Rights and Financial Storage Rights is performed using the same proce-
dures as in the approximated model presented in [1]. The simulations have
been carried out using the General Algebraic Modeling System (GAMS)
software, in order to evaluate how approximations affect results quality, and
to provide an overview on the potential use of Financial Storage Rights in
electricity markets. Last, this thesis is concluded with a discussion of the
potential future research scope.
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Chapter 1

Introduction

Contemporary transmission and distribution grids are nowadays facing a
challenging modernization process, in order to use energy in more effec-
tively and efficiently: concepts such as Smart Grids, renewable genera-
tion and energy storage systems have increasingly been used in the last
decades in order to better explain what modern electric networks are ex-
periencing. A crucial aspect is the growing integration of solar and wind
renewable sources, considering their intrinsic intermittency and need for an
efficient way of storing the energy produced. Electrical consumption is going
to increase, especially after a widespread uptake of Electric Vehicles (EVs).
This will bring to higher energy demand, but also opportunities to use EVs
batteries to improve the flexibility of the grid. Also, after a first period of
use as on-board storage systems, second-life stationary applications may
bring a huge benefit both in terms of capacity and battery recycling. Section
8.2 gives a view of the potential widespread diffusion of EV technologies,
and second-life battery possibilities. The first step towards a lowering of

Figure 1.1 Percentage regional electricity generation by fuel (2019) [2].

the CO2 footprint is the phasing-out of coal-fired power plants, that in Euro-
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1. Introduction

pean countries will occur in the next few years (2025 is the target for some
European countries), while as a worldwide perspective might take a longer
period. Figure 1.1 shows the different portfolios according to the locations.
As traditional plants will give way to local renewable sources, active power
flows in high voltage lines could see a decrease in magnitude. While, on
the one hand, it will represent an advantage in terms of savings in electricity
bills for the final consumer and reduced CO2 footprint, on the other hand this
will test the network stability and resilience.
As discussed in chapter 3, events in which there are low load profiles and
low power flowing in a transmission line could lead to a reactive power pro-
duction at the transmission side. This is due to the capacitive effects of the
lines, that could bring voltage levels to a higher level than their nominal val-
ues (this can be overcome via inductors in parallel). However, transmission
grids will still play a crucial role to maintain a reliable energy supply and
a stable network. Frequency is also another fundamental parameter to be
taken into account, since in future grids there will be less conventional power
plants and, therefore, less available synchronous generators for frequency
support.
Also, renewable energy sources (RES) bring a high level of unpredictability
and uncertainty of production. In this framework, storage is important for
absorbing the surplus generated from RES when their output is higher than
the actual demand of the grid, avoiding curtailment processes. The energy
stored is then released when this aleatory generation drops, resulting in the
possibility of active power control. Additionally, the presence of storage sys-
tems is essential if coupled with high power devices, in the framework of
modern smart grids: e.g. in case of a widespread of fast charging technolo-
gies, the peak demand required could be unsustainable for the distribution
systems.
Storage, along with other solutions, can be a flexibility resource also for the
transmission side of the grid. Due to environmental issues and economic
reasons, it might be difficult to build new lines. Therefore, it is common to
see alternatives that match in other ways the new power requirements [3]:

– Storage devices that charge and discharge over a multi-period time
frame, allowing a redistribution of high peak loads over the day;

– Demand response strategy aiming at utilizing electrical energy in a
smart way by the modulation of the consumption, to avoid congestions
in the grid and better redistribute the load in a larger timescale;

– An increase of energy efficiency brings advantages in terms of overall
consumptions [3];

– Distributed generation sources helps alleviating transmission lines con-
gestion because power production is closer to consumers, but the vari-
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1. Introduction

ability in production arises new challenges both in transmission and
distribution grids.

Many storage technologies are currently available and in use, while others
are still in development: some comprehensive overviews have been pre-
sented, see for example [4] and [5]. Each of these devices is more suitable
in different circumstances, since their characteristics are extremely different.
These dissimilarities can be efficiently outlined using a Ragone plot in term
of specific energy (Wh/kg) and specific power (W/kg). The use of logarith-
mic axes shows how these values differ according to the technology used,
considering also physical characteristics related to the volume or weight of
the devices (Figure 1.2). See chapter 4 for a discussion about storage tech-
nologies for grid applications.

Considering their technological maturity and good compromise between
energy density and power density, in this work we will focus on simulations
using Battery Energy Storage Systems (BESS), their modelling in power
systems, and their consideration within the financial framework of power
system economics. Nevertheless, some of these considerations may be
more broadly extended to the other storage technologies. Since the in-
terface between BESS and the grid is based on converters, ancillary ser-
vices such as reactive power and voltage/frequency control are also possi-
ble. This scenario is particularly significant in weak grids, wherein voltage
and frequency excursions make BESS more valuable than in strong grids
[6].

Figure 1.2 A Ragone plot for energy storage devices comparison. [5]

Future networks will see a widespread of decentralized producers, resulting
in a less-predictable power flow. To get the most out of the existing network,
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1. Introduction

a good autonomy in terms of energy storage will be essential. Storage helps
also preventing congestions that would rise the prices in determinate areas,
avoiding meanwhile high-cost infrastructure upgrades. BESS, as other stor-
age technologies, can be considered as investments for the purpose of pro-
ducing an income: for example, they can be charged when the electricity
price is low and discharged when the cost rises. Whether they are used for
maximizing energy penetration from renewable sources or for load power
levelling, BESS can improve power system stability and efficiency.

A storage device is an attractive investment when profits exceed overall
costs; for this reason, initial investment cost and operational expenses must
be taken into account, also considering their durability and the cost of the
power electronics conversion stage. Some of these ancillary services can
be difficultly valued, [7] provides a description about non-technical issues
related to BESS integration. One example is the inefficient pricing of some
services provided by energy storage systems, that can result in unproduc-
tive amount of storage investments.
Furthermore, the regulatory treatment of storage brings to two opportuni-
ties: either providing regulated services or getting back their costs through
the market. These and other methods such as a hybrid treatment or open
access approach are discussed in [7].
System complexity of course increases if many storage devices are con-
nected to the grid instead of building new transmission lines, but an ap-
propriate treatment of storage could become a solid competitor to T&D up-
grades (or at least could help with the deferral of new infrastructures).

Since storage can be categorized as a generation, transmission, or dis-
tribution asset due to its characteristics, every treatment can undervalue its
potential revenue, because the services offered overlap among these sec-
tions [7]. Moreover, while they are usually classified as generation assets,
transmission asset usage can be worth investigating. Thus, the battery does
not buy or sell at the wholesale market, but gains just through rate payments
[1]. This brings to considering storage as a passive and price insensitive de-
vice, aiming at maximizing its utility to the grid. For this reason, an efficient
model is critical for not making storage operation uneconomic.
In this work, we will consider utility-scale storage systems as a transmission
asset for different purposes. Financial storage rights, similar as financial
transmission rights, are introduced to add a revenue source for the battery
owner, while leaving the task of running the device to the system operator
to maximize social welfare.
First, a general overview of mathematical optimization (chapter 2) and power
systems operation (chapter 3) is presented for understanding the basics of
optimal power flow with storage. Then, the role of storage is discussed in
chapter 4, and the concept of financial rights is reviewed in chapter 5. The
mathematical model is presented in chapter 6 and software simulations are
summarized in chapter 7. Then, the final sections conclude the thesis.
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Chapter 2

Optimization in Electrical
Engineering

Mathematical Optimization is a branch of applied mathematics that studies
methods and algorithms in order to find a solution to a maximization or min-
imization problem. Optimization is applied in every subfield of engineering,
science and industry. Many methods can be used for solving an optimization
problem, but some of them may be more suitable in certain cases, therefore,
a basic knowledge and the classification of the methods must be clear when
solving these problems.
When choosing the most appropriate method, the computational complexity
is an important factor, even with modern computer performances. In some
cases, it is useful to choose linear approximation of more complex problems,
because computational time could be excessive. If an optimization problem
has a complex structure, the user can also decide to “relax” some or all the
entities that bring complexity to the problem. As an example, non-linear pro-
gramming problems can be relaxed to apply linear programming algorithms,
acting on the “non-linearities” via piecewise linear approximations.

In a general framework, an optimization problem consists of an objective
function, to be minimized or maximized, given a domain for the variables
subject to constraints:

min/max f(x) (2.0.1)
subject to ii(x) ≤ 0, i = 1, ..., (2.0.2)

ej(x) = 0, j = 1, ..., (2.0.3)
(2.0.4)

Where:

– x is a vector containing all the primal decision variables (or degrees of
freedom);

– f(x) is the objective function to be minimized or maximized;
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2. Optimization in Electrical Engineering

– ii(x) are the inequality constraints;

– ej(x) are the equality constraints.

When no constraints are considered in a problem, it is called unconstrained
optimization. Since a general term can be fixed, some variables may be
subject to an equality constraint. Almost every variable or combination of
them is subject to inequality constraints because domain boundaries are
important to maintain the solution physically feasible. The output of this
problem is a vector containing the values to be assigned to the decision vari-
ables, in order to obtain the smallest objective function (largest in the case of
maximization problems). As previously stated, when dealing with non-linear
problems, the search of an optimal point can be hard because of compu-
tational reasons. Therefore, to avoid an excessive complexity, sometimes
it is good to choose a “neighbourhood”, that is part of the entire domain of
the solution. It is possible that the optimal point found in the neighbourhood
does not correspond to the global minimum of the solution domain, in this
case it is called “local optimum”. In most cases, the best option is a trade-
off: choosing a neighbourhood wide enough to have a good quality solution,
but not too large to avoid a problem extremely difficult to be computed [8].
With this clear, it is immediate to state that functions that have a unique
minimum are simpler to be treated. Thus, convex optimization problems are
easier to be solved rather than non-convex ones. A convex problem has an
objective function and all the constraints that must be convex. The percep-
tion of convexity is straightforward in the case of a simple one real variable
function: the function must be below any lines connecting two points of the
function. For convex sets, any lines connecting two points of the set must
rely entirely inside the set. Mathematically, this can be verified using the first
order or the second order conditions [9].

Let f : Rn → R be a function whose first and second derivative (gradient
∇f and Hessian ∇2f ) exist in every point of the domain dom(f). If f is con-
vex then [9]:

−→ f(y) ≥ f(x) +∇f(x)T (y − x), for all x, y ∈ dom(f);

−→ ∇2f(x) ≥ 0, for all x ∈ dom(f);

Again, relaxation methods are possible for simplifying studies of non-convex
problems (convex relaxation).
Another important classification consists of Linear and Non-Linear Opti-
mization problems (also called Linear Programming and Non-Linear Pro-
gramming, LP and NLP). It is important to highlight that one single non-
linearity in the objective function or one of the constraints, results in a Non-
Linear Programming problem.
In case of minimization, in a general linear problem:
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2. Optimization in Electrical Engineering

min f(xi) = cixi

s.t. Ax ≤ b

x ≥ 0

or, in matrix form:

min cTx

s.t. Ax ≤ b

x ≥ 0

In this way, we defined the “Primal Problem”. Another “Dual Problem”
can be defined from these data, see subsection (2.1) for this important ap-
plication.
In general, the simplex method introduced by Dantzig [10], is one of the most
well-known methods for solving a Linear Programming problem. It consists
of an algorithm that solves LP problems, by considering a feasible region
defined by a geometric entity termed polytope. The polytope is drawn from
the inequality constraints, and the optimal value is found evaluating the ob-
jective function in the feasibility region and will occur at the vertex of this
area. Unlike the simplex method, that follows the path on the boundaries of
the polytope, interior point methods cross the feasible region.
Countless other methods have been developed and applied for solving both
LP and NLP problems. In figure (2.1) a not comprehensive list is presented.

The distinction between deterministic and stochastic methods is impor-
tant because both of them are widely used in many subfields. Generally, if
an algorithm has no random components, and seeks to find an exact solu-
tion is called deterministic. If somehow randomness is necessary because
of the uncertain nature or challenging structure of the problem, randomized
stochastic methods are used. In many applications deterministic methods
can bring to a computationally expensive result, therefore, exact algorithms
are impossible to be implemented in some cases. This results in an increas-
ing success of meta-heuristics stochastic methods. Nevertheless, since the
size of the grids considered in the simulations of this work is not too wide,
deterministic methods have been preferred thanks to their specific proce-
dures.
Hybrid approaches that use both exact and meta-heuristics methods are
also possible, resulting in good quality of solutions with an acceptable time
of computation. They can be classified into integrative combinations and
collaborative combinations [11].
The solutions of the problems are different in case of integer variables: in
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2. Optimization in Electrical Engineering

Figure 2.1 Classification of optimization problems.

this case we talk about Integer Programming (IP). If only some of the vari-
ables are integer, it is the case of Mixed Integer Programming (MIP). In
conclusion, dealing with discrete variables rather than continuous variables
brings to an even more complex structure of the problem. This chapter, and
in particular the next sections, contains relevant mathematical background
that will be useful when introducing financial storage rights.

2.1 Primal and Dual Problem

Given an optimization problem, that we call the “Primal Problem”, we can
also define the “Dual Problem”, that is strictly related to the primal and in
some cases might be very useful for finding the optimal solution of the pri-
mal. We can define the duality gap as the discrepancy between the solu-
tions of these two problems. Only in some cases the duality gap is zero,
i.e. the two problems have the same objective solution (e.g. in the case
of a linear programming problem). Strong duality and weak duality can be
defined, see [9] for this and other aspects of optimization. Given a problem
in the form of eqs. (2.0), we can define the Lagrangian function associated:
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2. Optimization in Electrical Engineering

L(x, λ, µ) = f(x) +
∑
i

λiii(x) +
∑
j

µjej(x) (2.1.1)

Where:

– λi ≥ 0 is called “Lagrangian dual multiplier” or dual variable of the i-th
inequality constraint

– µj is called “Lagrangian dual multiplier” or dual variable of the j-th
equality constraint (note that in chapter 6 a Lagrangian function is de-
fined, but the µ are replaced by λ also for equality constraints).

In this way, a weighted sum of the constraints increases the objective func-
tion. Then, the Lagrangian dual function can be defined:

Ldual(λ, µ) = inf (L(x, λ, µ) = inf (f(x) +
∑
i

λiii(x) +
∑
j

µjej(x)) (2.1.2)

We can therefore state that:

– the dual function gives a lower bound to the optimal objective value;

– since we are looking for the best lower bound computable from the
dual function, the dual problem is a maximization problem;

– the constraints for this maximization problem are the inequality con-
straints ensuring the non-negativity of the dual variables (λi ≥ 0);

– the dual maximization problem is always a convex optimization prob-
lem, regardless of the nature of the primal problem.

– the number of constraints in the primal problem is equal to the num-
ber of variables in the dual problem, while the number of variables in
the primal problem is equal to the number of constraints of the dual
problem

The introduction of dual variables is extremely important. They are often
called Lagrange multipliers or dual multipliers, but when they represent a
cost, they are sometimes termed shadow prices, implicit prices or dual
prices [12]. When using optimization modeling systems it sometimes take
the acronym of marginal value. This will give relevant insights in chapters 5
and 6, where dual multipliers are considered as representing the cost of pro-
ducing one extra MWh of energy after a supposed optimized re-dispatch in
a specific location of the network [13]. From the definition of the Lagrangian
function the value researched (minimum or maximum) can be found with
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2. Optimization in Electrical Engineering

the so-called Lagrange multipliers method. However, since this method only
considers the presence of equality constraints, we are more interested on
the Karush-Kuhn-Tucker approach that comprise also inequality constraints
(see section 2.2 for more details). In case of linear programming problems,
the dual problem can be easily found using the following notation:

Figure 2.2 Primal and Dual problem, linear case.

The General Algebraic Modeling System (GAMS) language [by GAMS De-
velopment Corporation] is useful in this framework. After stating that there
is a duality in the number of constraints and decision variables in the primal
and dual problems, when solving an optimization problem it can be found
that the values of the variables of the dual problem are equal to the values
of the marginal costs associated to the inequality constraints of the primal
problem (MARGINAL in GAMS). Vice versa, if solving the dual problem, the
levels of the primal variables match with the marginals of the dual problem.
The example in figure 2.3 (that is solved in [14] using dual simplex method)
shows a simple linear programming problem and the results have been im-
plemented using GAMS. Duality is even clearer in matrix form (figure 2.4).
In this case, since in LP strong duality occurs, the objective functions of pri-
mal and dual problems take the same value.

The results from GAMS simulation is reported here. It can be seen that,
apart from having found the same solution for the primal and dual problem,
the dual variables value can be found under the column "MARGINAL" of the
primal problem. This can be very useful in more complex problems.
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2. Optimization in Electrical Engineering

Figure 2.3 Example 1: LP Primal and Dual problem.

Figure 2.4 Example 1: LP Primal and Dual problem, matrix form.

Figure 2.5 Example 1: Duality between decision variables and Lagrangian
variables (1)
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Figure 2.6 Example 1: Duality between decision variables and Lagrangian
variables (2)

2.2 Karush-Kuhn-Tucker Conditions
To prove if a solution is optimal, the Karush-Kuhn-Tucker conditions (KKT)
can be computed [15]. They represent a more general approach with re-
spect to the Lagrange multipliers method, since it also considers inequality
constraints. After the definition of the dual problem, the Karush-Kuhn-Tucker
conditions can be computed considering the gradient of the Lagrangian (the
objective and constraints must be differentiable). The gradient (derivative
with respect to the primal and dual variables) is set to zero, because this sta-
tionary condition brings to a maximum or minimum optimal point. The KKT
conditions can be a way to solve simple optimization problems, but it is not
realistically useful in the case of problems including several variables and
constraints. Yet, these conditions are useful to approach the solutions, and
in our cases to help finding a connection between the constraints through
the use of the Lagrangian (see financial storage rights calculations in chap-
ter 6).
Setting the gradient of the Lagrangian to zero, gives the stationary condi-
tion:

∇L(x∗, λ, µ) = ∇f(x∗) +
∑
i

λi∇ii(x∗) +
∑
j

µj∇ej(x∗) = 0 (2.2.1)

From the primal problem constraints we can define the primal feasibility
conditions:

ii(x
∗) ≤ 0, i = 1, ..., (2.2.2)

ej(x
∗) = 0, j = 1, ..., (2.2.3)

(2.2.4)

From the dual multipliers associated with the inequality constraints we can
define the dual feasibility conditions:
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λi ≥ 0 (2.2.5)

The KKT conditions stated above [16] do not give information about which
inequality constraint is binding or not in the optimal solution found. There-
fore, the following additional conditions labelled as complementary slack-
ness, can be added to the model:

λi ii(x
∗) = 0 (2.2.6)

A constraint is active (binding) if the corresponding dual multiplier is positive,
while it is not binding if the corresponding multiplier is zero. We can also
state that:

– Given a problem and its dual with strong duality, the solutions form a
saddle point;

– The KKT optimality conditions are necessary, and also sufficient con-
ditions in case of convex objective functions;

– Since several optimization problems related to power systems are non-
linear and non-convex it is relevant to remark that the KKT conditions
are not sufficient in those cases.
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Chapter 3

Power System Analysis

A generic electrical grid can be modelled as a graph consisting of buses
and branches, representing every component of the power system (trans-
formers, lines, physical points of connection, etc.). A system with n buses
can be described by:

– 4n variables, comprising voltages, voltage angles, active and reactive
net powers;

– 2n equations, representing the power flow equations for each bus.

Therefore, 2n variables are calculated through computation of the 2n power
flow equations, whereas the remaining 2n variables must be specified ac-
cording to the following criteria:

– PV nodes: active power and voltage magnitude in case of a generating
unit connected to the bus;

– PQ nodes: active and reactive power in case of load buses, or transit
buses;

– Slack bus (V δ node): voltage magnitude and phase angle for only one
bus.

In some cases, during particular operating conditions, some nodes can
change the specified variables. The active power cannot be assigned to
every bus, because in quite large systems the total amount of power losses
is non-negligible. Then, it is necessary to select one bus in which the active
power is not assigned while phase angle and voltage magnitude are pre-
specified, called as slack bus. Apart from the key-role played in the context
of balancing the active power, the slack bus works also as a phase angle
reference (usually set to 0°).

Computing voltages, power flows and other variables of interest is rel-
evant for planning and operation of power systems. Therefore, an appro-
priate mathematical model is necessary to describe the system, ensuring
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that electrical energy is transferred from supply buses to loads. Genera-
tors, loads and the grid are represented using mathematical approximations.
Each bus has a complex voltage Vi with respect to a reference, and the phys-
ical characteristics of branches and shunt elements can be described using
the admittance matrix. A generic bus can be denoted with the notation in
figure (3.1).

Figure 3.1 A generic representation of a bus i, with multiple connection to
the grid.

Where S = P + jQ denotes the complex power and Y sh,i is the shunt ele-
ment for the bus in consideration. The currents and reactive powers can be
represented using the same sign convention as the active power. We talk
about injected power (or current), considering it positive if it is injected to
the grid.
The grid is described using the admittance matrix Ybus:

[Y ] =

Y 11 . . . Y 1n
... . . . ...

Y n1 . . . Y nn

 (3.0.1)

The definition of the admittance matrix depends on the physical character-
istics of the grid, in term of resistances and reactances.

A generic branch connecting two nodes can be described with its pi-equivalent
circuit, considering a linear and passive behaviour of the lines:

ZL = (r + jωl)a (3.0.2)

Y s = (g + jωc)
a

2
(3.0.3)

in which the physical and electrical characteristics of the lines are described
using the following coefficients:
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Figure 3.2 π-equivalent circuit for a generic branch.

– a is the length of the line [m];

– ra represents the resistance of the line [Ω];

– ωla is the reactance of the line [H];

– ga is the conductance of the line [S];

– ωca is the susceptance of the line [S].

It is relevant to highlight that:

* This is a lumped-element model that approximates the physical phe-
nomena occurring along the lines;

* These approximations are valid for "not too long" lines (See [17] for a
classification of line length and a discussion on when approximations
can be considered valid);

* Typically, the power losses in the insulating material can be neglected,
resulting in a capacitive shunt component (that can also be neglected
for short overhead lines);

* Sometimes power losses can be neglected with respect to the active
power flowing through the system (e.g in high voltage grids). Conse-
quently, in some cases the resistances are neglected;

* The two shunt equivalent elements are equal for lines, considering
a symmetrical behaviour, but they generally can be different (e.g. in
transformers).

The bus admittance matrix can be constructed from the pi-equivalent circuit
of the line, using the current nodal balance:

– The diagonal elements depend on all the admittances connected to
a specific node. In case of shunt elements on the bus, they can be
considered by adding its admittance value to the corresponding diag-
onal term (this is possible thanks to the use of admittances instead of
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impedances):

Y ii = Y shunt,i +
∑
j

(Y s,ij + Y L,ij) (3.0.4)

– Off-diagonal elements consist of the admittances connecting the two
corresponding nodes (buses not connected result in a bus admittance
element equal to 0):

Y ij = −Y L,ij (3.0.5)

The main goal of these mathematical problems, as previously stated, is to
find a solution to the system equations, using numerical methods to com-
pute voltages, currents and powers in each point of the network. Voltages
are considered as independent decision variables, while net currents are de-
pendent variables that can be computed through the bus admittance matrix.
Voltages cause current flows in proportion to the corresponding admittance:I1...

In

 = [Y bus]

V 1
...
V n

 (3.0.6)

The use of a bus impedance matrix Zbus is also possible, selecting net in-
jected currents as independent variables and voltages as dependent vari-
ables. This approach is useful for faults analysis, but unlike the bus ad-
mittance matrix, Zbus is not a sparse matrix, and typically results in high
computational demand.
The bus admittance matrix can be divided into conductance matrix Gbus and
susceptance matrix Bbus. This approach can be useful when writing the op-
timization code using GAMS. In our cases, we will consider the values of
Gbus and Bbus as constants, avoiding therefore a computationally demand-
ing extended general approach comprising active transmission components
such as PST (phase-shifting-transformers), tap-changing transformers or
power electronics-based FACTS (flexible alternating current transmission
systems). These components, as well as the status of switched reactors or
capacitors bring also complexity to the nature of the variables, since some
of them are discrete.

3.1 The p.u. System
When dealing with power systems, it is usually convenient the use of per
unit dimensionless quantities (p.u) that represent a value of an electrical
quantity with respect to a base quantity expressed with the SI:
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Xpu =
X

Xbase

(3.1.1)

As base quantities it is common to use:

Sbase = a unique three− phase power for the system
Vbase = line to line voltages

The other base values can be found:

Ibase =
Sbase√
3Vbase

Zbase =
Vbase√
3Ibase

=
Vbase√
3 Sbase√

3Vbase

=
V 2
base

Sbase

Ybase =
1

Zbase

Unless otherwise specified, all the quantities will be expressed in p.u.. Sev-
eral advantages arise from this choice:

* 3 and
√

3 factors, typical in three-phase systems, are not present when
using p.u. formulas;

* Most transformers have a voltage ratio equal to 1, because the volt-
ages at the two ends are both expressed in p.u. (1:1);

* Magnitudes are quite close to 1 p.u., resulting in improved numerical
stability [18].

3.2 Conventional Power Flow
In power system analysis the computation of active and reactive power flows
is fundamental. It can be done through the definition of the complex power:

P + jQ = S = V I
∗

= V (Y V )∗ (3.2.1)

where * denotes the complex conjugation. Then, we can write down the net
current at a generic bus i as:

I i = Y i1V 1 + ...+ Y iiV i + ...+ Y inV n =
∑
j

Y ijV j (3.2.2)

Considering rectangular coordinates for the admittance matrix entries and
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polar coordinates for complex bus voltages:

Y ij = Gij + jBij (3.2.3)

V i = |Vi|∠δi (3.2.4)

From Euler’s formula:

V i = |Vi|ejδi = |Vi|(cosδi + jsinδi) (3.2.5)

Then, we can find the expression of active and reactive power flows, using
the so-called ’bus injection model’, from eqs. (3.2.1), (3.2.3), (3.2.4) and
(3.2.5):

Pi = Vi
∑
j

Vj [Gij cos(δi − δj) +Bij sin(δi − δj)] (3.2.6)

Qi = Vi
∑
j

Vj [Gij sin(δi − δj)−Bij cos(δi − δj)] (3.2.7)

Where the symbol Vi = |V i| denotes the magnitude of voltage at bus i. It
is important to note that these powers are the net values resulting from the
dual operation of generating supply and loading demand: in a transit node
without any loads or generation, the injected power is equal to zero.

Si = SG,i − SL,i (3.2.8)

Pi = PG,i − PL,i (3.2.9)

Qi = QG,i − QL,i (3.2.10)

An alternative notation of the power flow equations is characterized by the
selection of different coordinates for voltages and admittances.
In the previous case (eqs. 3.2.6 and 3.2.7), voltages are expressed in po-
lar coordinates (V i = Vi∠δi) while admittances in rectangular coordinates
(Y ij = Gij + jBij). It can also be useful to use polar coordinates for both
voltages and admittances (Y ij = Yij∠θij):

Pi = Vi
∑
j

VjY ijcos(δi − δj − θij) (3.2.11)

Qi = Vi
∑
j

VjY ijsin(δi − δj − θij) (3.2.12)
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The other representations are less useful in our context, and can be found
in the literature (see [18]).
The main idea of the conventional power flow is to compute a deterministic
solution without specifying any objective functions [18]. The loads are char-
acterized using their powers, that can be considered as constant, even if
most of the loads have voltage-dependent powers.

3.3 Optimal Power Flow
The OPF formulation is an extension of the conventional power flow. Tra-
ditionally, the first literature works are from Carpentier [19], Dommel and
Tinney [20] from ‘60s. In the first paper, the power flow equations had been
included for the first time in the Economic Dispatch classical formulation, in
terms of equality constraints. According to Frank and Rebennack [18], plan-
ning of power systems operation have different time scales, from real-time
simulations to a planning horizon of months or years. In this framework, the
Optimal Power Flow formulation can be used for simulations in almost every
time scale.
The main idea is to minimize an objective function that represents the costs
associated to the production of electrical energy, seen as the summation of
the costs in all generation nodes G:

min
∑
i∈G

CG (3.3.1)

These costs are typically described using linear or convex functions (quadratic
cost function). It is not unusual to choose different objective functions ac-
cording to which quantity one may want to minimize. Some examples are
given at the end of this chapter.
The constraints represent the power flow equations and the operational lim-
its in terms of electrical quantities: powers, voltages, currents and phase
angles.

Pi = PG − PL = Vi
∑
j

Vj [Gij cos(δi − δj) + [Bij sin(δi − δj)] (3.3.2)

Qi = QG −QL = Vi
∑
j

Vj [Gij sin(δi − δj)− [Bij cos(δi − δj)] (3.3.3)

Pmin
G,i ≤ PG,i ≤ Pmax

G,i (3.3.4)

Qmin
G,i ≤ QG,i ≤ Qmax

G,i (3.3.5)

V min
i ≤ Vi ≤ V max

i (3.3.6)
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δmini ≤ δi ≤ δmaxi (3.3.7)

Modern formulations include also line limits in terms of maximum current or
maximum apparent power. The capability of the line has to be accurately
assessed, in order to prevent damages on electrical systems components
but also to avoid underestimation of the power that can flow, that may result
in an inefficient operation of the grid. The capability of a line depends on the
voltage level, on stability limits and thermal limits (see figure 3.4):

– The voltage level is typically fixed under an operating point of view. As
a general rule, in order to increase the power transfer that can flow in
long lines, voltage has to be increased. This is one of the reasons that
brought to the growing development of HVDC technologies.

– Stability limits are extremely important, they are referred to voltage and
angle stability. They are related to the generators and the dynamics
of the loads [21]. When planning power systems, reactive power com-
pensation methods can be designed in order to increase the maximum
power that can flow in quite long lines.

– Thermal limits are related to the conductor loss of strength and espe-
cially the line sagging (they also avoid that lines protections activate)
[17]. Wind velocity, external temperature and solar radiation are fac-
tors that affect the current limits of a line, that are consequently related
to the thermal limits.

In terms of equations, the latter limit will be considered as a constant value
of maximum power that can flow without compromising the thermal limits of
the lines. The inequality constraint in the case of AC power flow studies,
may be considered in terms of maximum current that can flow:

|Ṽi − Ṽj| yij ≤ Iij,MAX (3.3.8)

Or maximum apparent power:

P 2
ij + Q2

ij ≤ S2
ij,MAX (3.3.9)

Optimal power flow studies that comprise a constraint for line limits flow have
an increased computational time (between 2 and 20 times according to [22],
and an increase in the objective solution (up to 25% according to [22]) de-
pending on the network size and characteristics. However, congestion is an
important aspect to be considered when dealing with financial rights. The
consideration of lines limits is therefore essential in our case.
For our calculations, we will consider the power limit (3.3.9). So, the expres-
sion for the power flowing in a transmission line is required, as well as for
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the reactive power. For this purpose, we consider the complex power flow-
ing through a line as:

Pij + Qij = Sij = V i I
∗
ij (3.3.10)

The current flowing through the line from bus i to bus j (and the shunt path)
can be computed using Kirchhoff’s Current Law in the pi-equivalent circuit
(3.2):

I ij =
ys,ij

2
V i + yL,ij(V i − V j) (3.3.11)

Computing the complex power:

Sij = V iI
∗
ij = V i

(
Y
∗
s,ij

2
V
∗
i + Y

∗
L,ij(V

∗
i − V

∗
j)

)
=

= |V |2i
(
Y
∗
s,ij

2
+ Y

∗
L,ij

)
− |V i||V j|∠(δi − δj)Y

∗
L,ij

Using Euler’s Formula:

Sij = |V i|2
(
Y
∗
s,ij

2
+ Y

∗
L,ij

)
− |V i||V j| (cos(δi − δj) + j sin(δi − δj)Y

∗
L,ij =

(3.3.12)

= |V i|2
(
Y
∗
s,ij

2
+ Y

∗
L,ij

)
− [|V i||V j| cos(δi − δj) + |V i||V j| j sin(δi − δj)]Y

∗
L,ij

(3.3.13)

We introduce now the series and shunt admittances, and neglect the re-
sistive behaviour of the insulating material (neglecting therefore the shunt
conductance GS,ij):

Y L,ij = Gij + jBij

Y
∗
L,ij = Gij − jBij

Y S,ij

2
= j

BS,ij

2

Y
∗
S,ij

2
= −jBS,ij

2

From (3.3.12) we can calculate the active and reactive power flowing through
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the line computing the real and imaginary parts of the complex power:

Pij = <{Sij} (3.3.14)

Qij = ={Sij} (3.3.15)

Consequently:

Sij = |V i|2
(
−jBS,ij

2
+Gij − jBij

)
− [|V i||V j| cos(δi − δj) + |V i||V j| j sin(δi − δj)] [Gij − jBij]

And then we can finally find the expression for the calculation of active and
reactive powers through a generic transmission line:

Pij = |V i|2(Gij)−Gij|V i||V j| cos(δi− δj)−Bij |V i||V j| sin(δi− δj)] (3.3.16)

Qij = −|V i|2
(BS,ij

2
+Bij

)
−Gij |V i||V j| sin(δi− δj)] +Bij|V i||V j| cos(δi− δj)

(3.3.17)

At this point, it can be relevant to calculate the power losses that occur
through the line. This can be done simply via summation of the power flow-
ing from node i to j with the power from j to i [23]:

PLOSS,ij =Pij + Pji =

|V i|2(Gij)−Gij|V i||V j| cos(δi − δj)−Bij |V i||V j| sin(δi − δj)]
+|V j|2(Gji)−Gji|V j||V i| cos(δj − δi)−Bji |V j||V i| sin(δj − δi)]

Therefore, using trigonometric proprieties, we can consider sin(−x) = −sin(x)
and cos(−x) = cos(x).

PLOSS,ij = Gij (|V i|2 + |V j|2)− 2Gij |V i||V j| cos(δi − δj) (3.3.18)

We will not consider how the maximum value of current is calculated, be-
cause as previously stated it depends on many factors such as wind speed
and temperature, requiring solution of the non-linear conductor heat balance
model. An approximated way of calculating the maximum apparent power
flowing can be calculated considering the maximum current provided by the
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manufacturer in standard environment conditions, according to [23]:

Smax = 3
V√

3
Imax (3.3.19)

Where V represents the phase to phase voltage. Formula (3.3.19) is not in
p.u..
It is important to highlight that the maximum power we are considering here
is related to thermal limits. For long lines the limits are set by voltage drop
and stability limitations of the system [21]. Reactive power compensation
is useful in this framework for increasing the stability limits, allowing longer
lines to be built.
Also the reactive power flow in a generic line can be computed as well:

QLINE,ij = −
(BS,ij

2
+Bij

)
(|V i|2+ |V j|2)+2Bij |V i||V j| cos(δi−δj) (3.3.20)

For the reactive power we can make a few comments:

– If the line needs reactive power for its operation, QLINE,ij > 0, while
QLINE,ij < 0 in the opposite case.

– The reactive power in a transmission system depends on the active
power flowing through the line with respect to the natural power (or
SIL, Surge Impedance Loading).

– As a general rule, reactive power is generated by the line in "low load"
conditions, while it is needed in "high load" conditions.

– This depends on the capacitive and inductive behaviours of the lines,
if no reactive power is needed or produced, then these two effects
compensate each other.

– Voltage profile through the line can be considered as constant - or
"flat" - at the SIL (if we consider the same voltage at the two ends of
the line), it increases at the middle of the line in "low power" conditions,
while it decreases in "high power" conditions (see figure 3.3).

These aspects are important, along with the effective reactive power flow
through the line. A transmission system can be considered approximately
as a "constant voltage" system, not suitable for reactive power transfer [21].
The previous considerations are valid also when the voltage at the two ends
of a generic line are not too far from their nominal values. This is one of the
reasons that bring to simplifications of the OPF formulation to a DC-OPF.
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Figure 3.3 Approximated voltage profiles in a transmission line with respect
to the SIL.

Figure 3.4 Loadability curve for a transmission line [17].
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The inequality constraint (3.3.9) can be simplified, as well as the other con-
straints of this model, to an approximated model called DC-OPF, that will be
discussed in subsection (3.4.1).
Finally, a sensitivity factor can be introduced if we want to avoid comput-
ing the voltage angles in order to calculate the power flowing through a
line. It is called Power Transfer Distribution Factor (PTDF), and it is equal to
the marginal increase of power in a line considering a marginal increase of
power in a specified bus. See [24] for a detailed description.

3.4 Applications
In the following discussion, a short introduction about other models similar
to the classical OPF formulation is listed:

– Economic Dispatch and Security-constrained ED: OPF was first intro-
duced from the Economic Dispatch (ED) formulation, that did not con-
sider any flows and transmission constraints. The objective function
can be defined as in the OPF case, and we only have the inequal-
ity constraints for generation limits and an equality constraint that en-
sures the supply of the loads from the generating units

∑
i PG,i = PL.

The security-constraint extensions comprises also the contingencies
that may occur during the power system operation. Contingencies are
usually related to N-1 security state, that considers the possibility that
one component of the system (e.g. a line) can exhibit an outage;

– Unit Commitment and Security-constrained UC: this refers to a formu-
lation that schedules the generators considering that they can also be
turned off during a multi-period time scheme [18]. Start-up and shut
down costs have to be considered in the objective function.

– Optimal Reactive Power Flow and Reactive Power Planning: the ob-
jective function minimizes the losses in the network, while considering
in the second case also the insertion of new reactive power devices.

Finally, the DC-OPF approximation will be introduced in the next subsection.
For a detailed discussion about those topics, see [18].

3.4.1 DC-OPF
One of the most well-known, and still widely used approximations of the full
AC-OPF formulation, comes out from the following assumptions:

– Resistances and therefore power losses are neglected, based on the
fact that transmission networks have low losses compared to the power
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flowing through the lines, and resistances are small if compared to the
lines reactances;

– Voltages are considered as constants at their nominal value Vi =
1 p.u.. In power systems they are typically bounded to their nomi-
nal value with good approximation, but this also means that reactive
power generation is needed to keep the voltage stable [18].

– All reactive powers are neglected because small if compared to active
power flows. In a voltage-constant transmission system the reactive
power flow is related to the magnitude difference between the volt-
ages, that in the first approximation were assumed to be equal for all
the nodes.

– The voltage angles differences between connected buses is quite small,
therefore: cos (δi − δj) ≈ 1 and sin (δi − δj) ≈ (δi − δj) .

It is called DC-OPF because the formulation is similar in form to a dc circuit
(figure 3.5).

Figure 3.5 The analogy for DC-OPF

These can be quite good approximations for power systems not excessively
stressed. But, it is not uncommon to see voltages under their nominal values
and voltage angle differences might be non-negligible [18]. Therefore, since
in this work there is a focus on congestion management, stressed systems
simulations might not be accurate using the DC-OPF.
In many papers, DC inaccuracies have been addressed using a power losses
incorporation [25], [26]. Some of these approximations use a quadratic
function to represent system losses, that can be relaxed using a piecewise-
defined function to obtain a simpler problem; [27] and [28] give a compre-
hensive discussion about this topic, as well as convex relaxation methods
for AC-OPF problems with storage integration.
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3.4.2 Other Formulations
Optimal Storage Scheduling is another approach that can be used. In this
case, described in [29] simulated with wind production, the profit of storage
devices can be exploited through the maximization of the following function:

max (R− C) (3.4.1)

Where R represents the total revenue of providing energy to the loads and
C are the costs of energy from the transmission network. In this case, the
network losses are also decreased.
The voltage profile enhancement is another example of optimization prob-
lem seeking to minimize the variation of the voltage from 1 p.u. at the load
buses [30].
Multi-objective optimization is also a viable alternative when the objective
functions to be optimized are more than one.

3.5 OPF and Dual Variables as Prices
The following section contains relevant links between power systems and
electricity markets. An important distinction has to be made when dealing
with marginal prices in power systems. Nodal pricing and zonal pricing are
the most common choices that are used worldwide:

– Many countries (e.g. the European countries) use a zonal pricing
scheme in which the concept of "zone" or area depends on two differ-
ent approaches: a price zone might correspond to a country, or within
the same country several price zones may be defined.

– Several countries (US, Singapore, New Zealand, Argentina and Chile
[13]) adopt a nodal pricing scheme, or Locational Marginal Pricing
(LMP) method.

The nodal marginal price is the cost for the supply of an extra unit of power
(typically 1 MW) at a specific node. This price reflects the cheapest solution
for re-dispatching this extra unit of power to that specific node, consider-
ing transmission constraints and capabilities [3]. Since this nodal price (or
Locational Marginal Price) reflects also costs associated to the transmission
system operation, it might be higher than the most expensive generator cost
[31].
As a general rule, due to system losses and possible congestions, the LMP
or nodal price is different in all the nodes. Only in the case of a lossless
approximation without congestion ongoing we can consider the price for
electrical energy to be equal in all the system buses.
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In this work, we will deal with the nodal pricing scheme, but some con-
siderations might be extended also to zonal pricing. This latter alternative
considers the fact that only the interconnections between the "zones" can be
congested. Sometimes a zone is a whole country that have such a highly
meshed grid that congestion might hardly occur [32]. In a nodal pricing
scheme costumers pay the energy according to the price of that specific
location [33], [34], as said before accounting for losses and congestion sur-
charges:

LMPi = LMPE + LMPL + LMPC (3.5.1)

Where the three terms are referred respectively to energy, losses and con-
gestion marginal prices [31], [33].
We present now a simple example to show the price differences in a simple
2-bus system (figure 3.6). These considerations can be extended to more
complex systems, for LMP and other relevant topics about power system
economics see [3]. Note that the lines losses are neglected in order to fo-
cus on the energy economics of this problem.

Figure 3.6 Two bus system example.

Let us suppose that generator i has a marginal price of πi = 25 $
MWh

for sup-
plying electrical energy, while generator j has a lower cost of πj = 20 $

MWh
.

The transmission line limit is set to 100MW , while the load demands are, at
first, both equal to 60 MW. If we suppose that generator j has enough power
output to supply both loads, then it will provide 120MW equally distributed
to the two loads, and the line power flow would be 60MW .

The nodal price in this first example is equal for both buses, and it cor-
responds to the marginal price of generator j, 20 $

MWh
. This is because the

merit order brings on the market the generators with the least marginal costs
[31], [35].

If, in a second case, we consider the load at the i bus to be 120MW , gen-
erator j will provide a 100MW supply to load i, while maintaining the 60MW
load at bus j, because line has a power limit of 100MW .
This is a simple case that brings to a marginal price difference between
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Figure 3.7 Two bus non-congested system example.

these two nodes, caused by transmission congestion. In this simple case
the calculation of the nodal prices is straightforward, since an additional
megawatt of load at bus i must come necessarily from generator i while at
bus j from generator j:

Figure 3.8 LMP in case of congestion in a two bus system

Considering a 3 bus system is a more complex problem, because the path
of the power flow follows the physical rule of power systems according to
lines admittances [31]. In this perspective we can see how can be useful to
implement an OPF formulation with dual variables interpreted as prices, be-
cause in much more complex systems involving many buses and branches
they reflect the marginal costs for supplying energy to that specific node.
Another crucial aspect that arises after a congestion event, is that a mer-
chandising surplus (or congestion surplus in this case) results from the sys-
tem operation. This is caused by the higher price paid by the customers
with respect to the revenue gained by generators [3]. This surplus can be
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calculated as:

Payments − Revenues = (LMPi − LMPj)Pji = (3.5.2)

= (25
$

MWh
− 20

$

MWh
)100MW = 500

$

h

In chapter 5 we introduce a hedging financial instrument, named Finan-
cial Transmission Right (FTR), that redistributes the congestion surplus col-
lected by the system operator when the lines are congested.
The DC-OPF formulation previously introduced, is popular when dealing
with locational marginal pricing. However, since in markets and nodal prices
schemes the accuracy of the result of simulations is important under the
economical point of view, approximations may bring to results that do not
reflect precisely the physical operation of the system [36]. AC-OPF is there-
fore getting more attention in the framework of energy markets [24]
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Chapter 4

Energy Storage

The changes brought by the energy transition will have huge impacts on
the whole electrical grid. Distributed energy sources will lead to a radi-
cal change in the flow direction in distribution grids, and the transmission
level will also see relevant effects. Aleatory power production from PV and
wind plants will also bring to an increased uncertainty in energy supply. Re-
silience and flexibility are some of the main features that we are looking for
from power grids, qualities that traditional fuels-based plants can bring in
efficiently in terms of voltage stability, frequency regulation and flexibility in
production. In order to maintain the grid stable as it has been so far, we
need to integrate new technologies and bring innovation.
In this framework, energy storage will be highly needed and will play a crit-
ical role. For this reason, many ways of storing energy have been tested,
developed and deployed in distribution networks and also for utility-scale
transmission grids. An important role will also be played by the residential-
scale and microgrid storage, that will lead to an increasing level of self-
consumption. However, in this work, we will deal with utility-scale energy
storage systems, their role, consideration and integration in transmission
systems.
The benefits brought by storage systems can comprise different services,
from multi-period time shifting (also known as arbitrage) to short-term an-
cillary services. This multi-source income framework brings interesting in-
sights in terms of return of investment. However, several regulatory difficul-
ties arise when considering the benefits brought by storage devices to the
electrical system [7].
The electrical grid is an efficient carrier for transporting energy, but when
energy is produced asynchronously from the required demand, it has to be
stored over a wide range of time: from milliseconds in case of supercapac-
itors, to days, months or seasonal energy balance in case of hydroelectric
energy storage.
Straightforward ways to store electrical energy directly are not present in na-
ture, apart from the energy in capacitors that is accumulated in an electric
field. A conversion stage is therefore necessary for obtaining another form
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of energy, and this brings to conversion losses and lack of flexibility.

Figure 4.1 Technologies for energy storage.

The services delivered by storage devices are very different according to
the type of technology considered. Large-scale pumped hydro storage sys-
tems mainly help in terms of energy time shifting, while electro-chemical
storage can help with voltage support and frequency regulation but have a
limited role in a "long-term" energy time shifting. As a general rule, multi-
ple services can be provided by a single storage plant. In this work we will
investigate some aspects of the integration of Battery Energy Storage Sys-
tems (BESS) in power systems, because of their potential benefit both in
terms of power (in a short-term scale) and of energy (load shifting or peak
shaving). Nevertheless, several features are also valid for the other types of
technologies. A categorization of storage technologies is provided in figure
(4.1).
As mentioned in the introduction, storage can be considered also under the
grid planning point of view, especially as an alternative to new expensive
lines (at least for their "deferral"). This aspect, along with the considera-
tion of storage as a transmission asset, have a crucial role in the model
introduced in the following sections. Transmission lines and storage devices
have some similarities that can bring to a similar consideration in a market
and regulatory framework according to [1]. In particular:

– Storage "moves" electric power ahead in time, while lines physically
carry electric power.

– Both have high investment costs and low operating expenses.

– Both have constraints related to their power capabilities, storage has
also energy constraints.
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Storage benefits can be categorized according to the placement location
(see figure 4.2), that is a critical aspect when deploying storage devices
both in transmission (e.g. [37]) or distribution grids (e.g. [38], [39]). Along
with services related to the resilience of the grid and the flexibility provided,
it is also significant to highlight that it helps the decarbonization of the elec-
tricity sector and the reduction of emission when coupled with a growing
penetration of green technologies. In addition, "non-technical" benefits can
be listed as storage can provide market-related flexibility. We will further as-
sess how a market participant can hedge against nodal price volatility using
financial instruments called "Financial Storage Rights" in section 5.

Figure 4.2 Storage benefits according to the location in the supply chain [40]

4.1 Storage Characteristics
Depending on the different devices or technology, storage can exhibit differ-
ent physical operating parameters. Power and energy are key factors that
can be compared using a Ragone Plot: see figure (1.2). Energy density
and power density take into account also weight and volume aspects, that
are crucial in some applications of storage. The efficiency has to be taken
into account because both power losses and energy leakage coefficients
can affect the quality of the benefits. Moreover, technology-related aspects
such as the response time [41] have to be taken into account, especially for
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applications in the electricity sector that might need great peaks of power in
a very short time, or a huge amount of energy over time.
As we are extending our optimal power flow formulation to a system com-
prising storage technologies we are interested in the constraints related to
its operation:

0 ≤ pchi,t ≤ pch,MAX
i,t (4.1.1)

pdch,MAX
i,t ≤ pdchi,t ≤ 0 (4.1.2)

EMIN
storage ≤ SOCi,t ≤ EMAX

storage (4.1.3)

SOCi,t = SOCi,t−1 + ηchpchi,t∆t +
pdchi,t
ηdch

∆t (4.1.4)

Where pch and pdch denote the charging and discharging rates, while the
SOCi,t denotes the State of Charge of the device at bus i, at the time step
t. Expression (4.1.1) limits the charging power to its maximum value, and
its minimum is set to zero because the discharging process is governed
by another variable. The inequality constraint (4.1.2) is therefore needed
to limit the power also when discharging. Inequality (4.1.3) represents the
maximum and minimum energy that can be stored in the device. Emin

storage

can also be set to zero, but it is known from the literature that, especially
for Li-ion-based technologies, the Depth of Discharge (that is, how much a
storage device is discharged, DOD = 100% − SOC) as well as the maxi-
mum State of Charge (SOC) affect the aging of the battery. It is therefore
convenient to consider both energy limits. Equation (4.1.4) relates the multi-
period SOC value, as a function of the previous state of charge and the
charging/discharging rates. Storage losses are modelled using efficiencies
ηch and ηdch, while the leakage coefficient of the batteries can be considered
with an efficiency coefficient that multiplies SOCi,t−1. The presence of two
different efficiencies for charging and discharging powers justifies the uti-
lization of two different variables representing the charging and discharging
processes.
The state of charge can also be described by different equation, consider-
ing SOCi,t+1, but our approach is more convenient when using the GAMS
environment. Finally, sometimes it is also required to set the initial and final
state of charge:

SOCi,0 = SOCi,END (4.1.5)

where END indicates the final state of charge at the end of the simulation.
Some storage integration approaches consider also the fact that batteries
can provide reactive power to the grid. A quadratic constraint is necessary
to consider the capability curve of the inverter that connects the device to
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the grid [38]:

P 2
i,t +Q2

i,t ≤ S2
MAX,i,t (4.1.6)

In all those constraints the multi-period multi-bus approach has been adopted,
considering i as the set of nodes and t the set of time steps.

4.2 Technologies

4.2.1 Mechanical Energy Storage

So far, most of the grid-scale storage is realized using pumped-storage hy-
dro plants (in 2017 accounted about 97% of total storage [41]). It is a well-
known technology that allows to store water in form of potential gravitational
energy to an upper reservoir. It can provide energy and start a storage mode
operation in a matter of seconds, resulting in a quite good response time
[42]. Since the capital costs of such an investment are massive, building
new pumped hydro-plants is a prohibitive task, considering also the envi-
ronmental aspects of such huge plants. Only in Asia Pacific during the last
years new hydroelectricity plants have been built, while the situation in the
rest of the world is almost stable [2].
Flywheel devices store kinetic rotational energy that is exchanged using
an electric motor as bidirectional converter. The use of magnetic bearings
brings high advantages in terms of friction reduction, that is also lowered by
the vacuum enclosure in which the rotating parts are placed. It is typically
useful for frequency regulation, but there are also benefits in terms of active
power shifting [43].
Compressed Air Storage Systems uses motors and compressors to store
air in high-pressure chambers, that is released to produce electrical energy
using an air turbine [44].

4.2.2 Electrical and Magnetic Energy Storage

The use of capacitors, and in particular ultra/super capacitors is based on
direct storage of electrical energy in an electric field. It is relevant when high
power requirements are necessary in very short periods. However, new ca-
pacitors allow to store much more energy than traditional technologies, but
still small compared to the other grid-connected devices.
On the other hand, superconducting magnetic storage is based on the mag-
netic field energy produced by a DC (direct current) in a superconducting
coil. Criogenically cooling the conductor brings the resistance to a very low
value, resulting in high overall efficiency. Again, the power quality enhance-
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ments are good, but the costs are in this case a limiting factor [45].

4.2.3 Thermal Energy Storage
Electrical energy can also be converted to thermal energy and, if not di-
rectly utilized for heating or cooling, can be reconverted back into electrical
power within a large time-frame, from hours to months or years [46]. The
implementation of heat pumps for different purposes such as ancillary ser-
vices has received some attention [47]. There are several possibilities when
dealing with thermal storage:

– Sensible heat: energy is stored increasing or decreasing the temper-
ature of a material, without any phase changes;

– Latent heat: energy is stored or released when a material is changing
phase at constant temperature;

– Thermochemical energy: in this case, reversible chemical reactions
can require or emit heat and store energy changing the chemical bonds
of the materials involved in the reaction [41].

4.2.4 Chemical Energy Storage
The conversion of electrical energy into chemical energy is possible thanks
to the so-called water electrolysis process. The operation of an electrolyser
brings to formation of hydrogen and oxygen from water. The hydrogen can
be stored an then converted back to electricity using fuel cells, or converted
to another type of gas or chemical (Power-to-Gas) [41].
Water electrolysis can be obtained using different technologies: polymer
electrolyte membranes (PEM) alkaline electrolysis cells (AEC). Researches
are also going towards solid oxide technology [48].
Several researcher projects suggest also that hydrogen will help the widespread
uptake of renewable sources by seasonal storage of gas in the network [49]
but it is still an emerging technology that, so far, may not be profitable due
to the costs and the regulatory framework [48].
Nevertheless, hydrogen-based technologies can potentially bring many ad-
vantages in many fields, helping the society lowering the carbon emissions.
See [50] for a comparison analysis between hydrogen and BESS.

4.2.5 Electro-chemical Energy Storage
Cost indices such as the Levelized Cost of Electricity (LCOE) dropped dur-
ing the last years for Battery Energy Storage Systems (BESS), PV and wind
installations [51]. Since the cost for lithium-ion batteries (LIB) has seen an
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87% price drop in the last decade [52], and thanks to their maturity and good
energy density as well as power density, BESS are receiving attentions for
bringing benefits to transmission systems, distribution grids and also micro-
grids.
A list of battery technologies according to the chemical components is listed:

– Lead-Acid Batteries: it is historically the most used and cheapest so-
lution, therefore has seen a wide diffusion (e.g. in the automotive sec-
tor). Due to the fact that the lead is in solid state the material leakage is
very limited. However, due to its heavy weight, has a low energy den-
sity, but with quite good power density. It has a limited role in electrical
systems, but can be used when a high-power low amount of energy
is required, e.g. for Uninterruptible Power Supply (UPS) applications
[53];

– Nickel-based batteries: they present higher energy densities with re-
spect to the lead-acid technology. NiCd (nickel cadmium) has not great
relevance nowadays, but MiMeH (Nickel metal hydride) batteries have
still some applications in the industry and in the automotive world [53];

– ZEBRA and Sodium-Sulphur batteries: they are molten-salt batteries
that are characterized by very high temperature operating conditions.
They show good characteristics in terms of energy density and have
been utilized for both arbitrage, voltage regulation [54] and renewable
energy sources integration [55];

– Lithium-ion batteries: they have the biggest market share and thanks
to a reduction in prices it is the most used battery technology in many
applications. They are common in portable applications and electric
vehicles, but also for grid-scale applications such as time shifting or
frequency regulation [41];

– Flow batteries: it is an early technology that is characterized by the fact
that the reactants are outside of the battery and are stored in tanks. It
is used for stationary applications because of the high volume required
for all its components.

Together with power, energy, efficiency and costs, many other factors are
practically important when designing a battery storage power station. The
temperatures of operation, the cycle frequency, the minimum and maximum
state of charge (SOC) are other aspects that affect the so-called aging of
the battery pack, resulting in a natural degradation of the performance [53].
Due to the fact that batteries loose their original capacity as they age, it can
be introduced the factor State of Health (SoH) of the battery: it refers to
the number of Coulombs available at a given charging rate, compared to
the original manufacturing conditions (It’s about 100% when the battery is
new, and decreases aging). Then, the charging power is important when
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calculating aging consequences. It is also known that the SoH has different
values if calculated with different charging rates: for this purpose it is nec-
essary to specify at which C-rate 1 is the SoH referred to [53].
The SoH is an important factor when dealing with end-of-life applications
of batteries that cannot provide an adequate performance in certain frame-
works. The most relevant example is the reuse of old batteries from electric
vehicles to stationary applications: there is an ongoing debate on how this
storage devices can have a second life application and which difficulties
may arise. In general, caused by the expected wide spread of an enormous
amount of EVs, the battery could arise problems related to the recycling af-
ter their use (that depends also on the annual mileage of the vehicle 2 and
how V2G applications will affect battery aging [57]). This problem can turn
into an opportunity for stationary applications, but research on both reuse
and recycle must bring efficient ideas on both these paradigms [56].

When dealing with Electric Vehicles the most relevant technology is the
Li-ion Battery (LIB) thanks to its capability to provide good energy and power
densities in quite small volumes, but when considering grid storage some of
the above-mentioned alternatives may compete in terms of suitability. The
article [58] gives an overview on the competitors to LIB-based technology
when dealing with grid-scale storage. Weight and volume have less impor-
tance for stationary applications if compared to the automotive world. Tech-
nologies that can bring a high amount of maximum energy will be needed to
increase the storage time-frame without increasing too much the expenses:
e.g., flow batteries use quite cheap materials and if compared to LIB have a
lower increasing cost when rising in volume [58].

4.3 Storage Role and Advantages
In the classification section it was clear that many technologies are available
and consolidated, while some of them are undergoing a research process
that will hopefully bring relevant solutions for the future issues of electrical
grids. Operational limits are also key factors when choosing the most appro-
priate storage technologies: there is no storage device that can be suitable
in every circumstance. Figure 4.3 shows how different services can be pro-
vided in different time scales.
Parameters such as frequency and voltage are important in power systems
and must remain within their operating limits. Frequency is a crucial pa-
rameter, and is strictly related to the supply-demand balance. Moment by
moment loads change their behaviour and power supply must follow these
changes. It is, however, a change in the paradigm because so far the tra-
ditional power plants could provide an efficient balance by controlling their

1The C-rate factor describes the power required for a full-charge of the battery in one
hour: e.g., if C − rate = 2C, the battery is charged in half an hour [53].

2A typical SoH for EVs at the end of their use is 0.7-0.8 [56].
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input power according to the needs. In the framework of renewable energy
sources, the grid must be reinforced with flexible devices that can help over-
come these challenges.

Figure 4.3 Power-Energy view of storage benefits [59].

If we analyze the different time scales:

– In the short term it is not uncommon to see voltage dips caused by
outages or the insertion of high loads. The reactive power that, as
stated in chapter 3, is strictly related to the voltage absolute value,
has to be supplied by devices such as synchronous compensators
in order to offset the inductive effect of most loads. Battery energy
storage systems can also provide a reactive power regulation, since
their connection to the grid is based on a DC/AC converter (inverter)
that can operate in 4 quadrants of the P-Q characteristics. Frequency
must also be kept under control, because it is strictly related to the
rotating speed of generators. When a contingency, a loss of a large
power plant, or a steep change in the load occurs, the electrical system
have been traditionally providing the power required through the rotor
inertia of the generators connected to the grid.

– Since storage does not require a start-up time such as traditional gen-
erators, they can provide an operating reserve very quickly (within
some milliseconds [60]). Power systems have been traditionally pro-
viding spinning reserve thanks to the automatic speed controller of the
synchronous generators connected to the grid. A decrease in the sys-
tem frequency means also a decrease in the rotor speed. The speed
controller (governor) then acts providing more torque to the generator,
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e.g. by supplying more fuel and the balance between power generated
and loads is then re-established. This is called primary frequency reg-
ulation [61], [62].

– The secondary regulation then brings the frequency to its nominal
value (e.g. 50 Hz in Europe) in a longer time-frame through an au-
tomatic centralized control.

In all these time periods BESS, and other storage devices can help the grid
overcome temporal issues and transients. Other benefits comprise: lines
congestions reduction, back-up power in case of outages, black start capa-
bilities, RES curtailment avoidance, deferral of new lines. For our purposes,
regardless on the typology of frequency regulation we can state that storage
in general, and Battery Storage Systems in particular, can provide active
power support that is strictly related to the frequency regulation (see [63] for
a discussion on both primary and secondary regulation using BESS). We
will focus on what is commonly referred as load shifting, peak shaving or ar-
bitrage. That is, charging the battery (or the storage device in general) when
electrical energy prices are cheap and discharge it when the price rise. We
are reasonably considering high-load periods to be more expensive than
low-load conditions.

Several problems arise when trying to evaluate the benefits brought by
storage devices to the electrical grid. We discussed above that they com-
prise active and reactive power balance, but also voltage and frequency
regulation. Not all these services are efficiently priced and, looking at stor-
age devices as an investment, it might happen that they could bring to non-
profitable results. In [7], a wide discussion about the non-technical issues
and barriers for storage deployment is summarized. Starting from its con-
sideration it is common to set storage as a generation asset that buy and
sell energy according to nodal prices (arbitrage). In this work we will how-
ever assess which benefits could bring the consideration of storage as a
transmission asset, that consists on leaving the operation task to the sys-
tem operator that manages it according to its physical constraints in order
to maximize social welfare. This consideration is facilitated by the fact that
storage has some similarities with transmission lines, that have previously
been outlined in this chapter.
However, it is relevant to point out that the differences are important. When
lines are congested, we will consider the prices for energy different in the
nodes of the system (using nodal pricing). Storage instead, arbitrages in
the same node, but between two different time instants. This will bring to
different results when dealing with financial rights in chapters 5-7.
Regarding ancillary services and grid services, it is important to provide a
welcoming market for storage deployment and efficient consideration of its
benefits that, in the past, were hardly valued or not valued at all [7].
The contribution of this thesis, is to try to help building a welcoming mar-
ket framework under the arbitrage point of view (see figure 4.4). Several
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other contributions are essential to evaluate as much as possible the bene-
fits brought by storage devices to electrical grids.

Figure 4.4 Electrical Energy Storage (ESS) role for Peak shaving (a) and
Load Levelling (b) [64].
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Chapter 5

Financial Rights

5.1 Grid Congestions

Nodal pricing scheme described in section (3.5) is strictly related to the con-
cept of lines congestion. It has been explained how nodal prices can be
found in simple 2 or 3 bus systems, but a mathematical model is needed
when dealing with real systems comprising hundreds or thousands of buses
(and an average of 3 lines connected to each bus).
One of the main results from such simulations is the cost of energy at each
bus, also referred as LMP. Unpredictability in spot market can bring to very
high costs, and may encourage the consumers to find a way to hedge from
price volatility.
An approach presented in many works comprises the use of financial rights:
what have already been adopted by some Independent System Operators
(ISOs) is the concept of Financial Transmission Rights (e.g. PJM Intercon-
nection LLC [65]). It is also possible when zonal pricing scheme is applied,
considering only the lines interconnecting the different zones. An example
is Europe’s Forward Capacity Allocation (FCA) regulation that schedules the
operation of cross-zonal interconnections and capacities in a forward market
framework using long-term transmission rights (LTTRs) [66] [67]. However
we will consider a nodal pricing scheme with different LMPs for each bus of
the system.

A first approach can be the definition of Physical Transmission Rights
(PTRs). They are bought by suppliers and consumers at auctions to have
the right to physically use a transmission line for supplying or receiving
power. This approach however has the problem that the flow follows the
physical rules of the power system and not the intended path because of
parallel flows [68]. Also, a market participant might want to buy physical
rights and not use them only for increasing their profits. A "use them or lose
them" condition can be binded to PTRs to avoid these circumstances [3].
A transmission right provides to its owner the property of a certain amount of
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transmission capacity, giving the permission to use it. Furthermore, instead
of considering this physical approach, Financial Transmission Rights (FTRs)
can be introduced: their owners receive a profit that is proportional to the
amount of FTR purchased and to the price for each FTR. This allows to their
holder to gain a revenue in case of congestions. The value of these trans-
mission rights is therefore zero if the system has no congestion events.
Financial Transmission Rights can be introduced using two different ap-
proaches:

– Point-to-Point Transmission Rights: they are defined between any two
nodes of the grid, and the value of the right is the difference between
the two nodal prices in (e.g. in $

MWh
) times the quantity of rights bought

[69]. The rights are assumed to be simultaneously possible for the
grid and their value must be less than the merchandising surplus of the
system operator under congestion (also known as congestion surplus)
[70];

– Flowgate or Flow-based Transmission Rights: they are defined using
the definition of a "flowgate", that can be described as a line that can
be congested. Since they are related to a specific line their feasibility
is more related to the physical capacity of the line. Therefore, it can be
calculated using the dual variable of the capacity constraint of the line
[3].

Other approaches are compared in [68]. Also, simultaneous markets for
both point-to-point and flowgate rights have been proposed [69].
Since we are more interested in the flowgate approach for the definition of
financial storage rights, we will consider only this type of instruments, even
though many system operators chose the other approach.
Then, we can extend the example introduced in subsection (3.5) for practi-
cally understanding the value of FTR.
Let us consider the congested case of fig. 3.8.
Here the price difference is quite low, but in some cases it can take high

values.
The consumer Pi,L may want to pay for hedging instruments together with
energy prices. That is, paying for Financial Transmission Rights and gain a
revenue that depends on the congesting conditions.
Assuming that the generators revenues and the consumers expenses are
based on the nodal price, we decouple the production and consumption lo-
cations [3]. We can therefore find the two costs associated to the production
at generators i and j:

ProductionCosti = πi · Pi,G = 25
$

MWh
· 20MW = 500

$

h
(5.1.1)
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Figure 5.1 LMP in case of congestion in a two bus system.

ProductionCostj = πj · Pj,G = 20
$

MWh
· 160MW = 3200

$

h
(5.1.2)

While the total cost for the consumers is:

ConsumtpionCosti = πi · Pi,G = 25
$

MWh
· 120MW = 3000

$

h
(5.1.3)

ConsumptionCostj = πj · Pj,G = 20
$

MWh
· 60MW = 1200

$

h
(5.1.4)

If we calculate the difference between the total costs for the consumers and
the total revenues of the generators [3]:

(ConsumptionCosti + ConsumptionCostj)−
(ProductionCosti + ProductionCostj) =

= (πi − πj)Pij,MAX = 4200− 3700 = 500
$

h

We obtained the value of the merchandising surplus (or congestion surplus).
It can be profitable (or hedgeable) now, for consumer at node i, to recover
their additional costs using Financial Transmission Rights and own the prof-
its from the congestion between nodes j and i. The system operator can
then decide to sell these financial instruments to market participants and
reallocate the surplus coming from the system operation. Since the total
surplus is 500 $

h
, it is not profitable for consumer at bus i to spend more than

this amount. The maximum price that brings to a zero-hedge position is
therefore:
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FTRji,MAX = πi − πj = 5
$

MWh
(5.1.5)

It is important to highlight that:

– If consumer at bus i would be able to pay 0 $
MWh

for the FTRs he would
be perfectly hedged. It is equivalent to buying the energy according to
the production location;

– What a market participant can purchase is a portion of the total amount
of FTRs available;

– This two bus example can explain the basics around Flowgate Trans-
mission Rights, while it does not comprehensively outline the whole
framework also comprising the point-to-point approach;

– Realistic situations are much more complex and a mathematical model
is necessary to calculate the nodal prices and congestion surplus (this
will be done in chapter 6 using dual variables, or shadow prices).

5.2 Storage Congestions

We already discussed about storage integration into electricity markets and
the possibility of avoiding nodal price transactions, considering them as
transmission assets [1]. Extending what we introduced in the previous sec-
tion, storage can be used to protect against the unpredictability of nodal
inter-temporal prices. In this case, we can consider or not the presence of
transmission congestion, because storage provides a hedge against tem-
poral price fluctuations.
There are two different approaches for Financial Storage Rights definition:
[1] and [71]. Both of them propose the joint sale of both financial storage
and transmission rights.
In the first model [1], similarly as with FTRs, financial storage rights lead to a
gain only if they are used during a "storage congestion". Furthermore, stor-
age rights cannot be negative while transmission rights can in some cases
take negative value bringing to an obligation for its holder.
Understanding storage congestion might not be as intuitive as the trans-
mission lines congestion is. Defining then this situation mathematically, we
suppose that without the presence of storage the power demand has the
following trend:
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Generators and loads are perfectly balanced in terms of power. With the
introduction of storage, let’s suppose that the demand will increase by C
during the first period (0,2) in order to charge the storage device. Then, it
will be discharged during the second period (2,4) in order to supply part of
the load and avoid for example congestion in transmission lines.
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P (T2)− C

We can see that a storage congestion is ongoing, since the device is ex-
ploited to the fullest capacity. This situation occurs as soon as [1]:

C <
P (T2)− P (T1)

2
(5.2.1)

In case the difference between the powers required in these periods divided

59



5. Financial Rights

by 2 equals the value of the power capacity, the storage unit would perfectly
smooth the demand curve.

0 1 2 3 4 5
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1

2

3

4

5

t

P
(t

)

P (T1)
P (T1) + C
P (T2)

P (T2)− C

If the storage has a capacity higher than the above mentioned value, it
should not be congested in our example, but it will use just a part of its total
capacity. In case of congestion, the system operator would earn a revenue
that is the exact amount that would be paid if the storage device acquired
and sold power at nodal prices [1]. Merchandising surpluses are then re-
distributed to financial storage rights owners. Reasonably, this occurs if the
price in the second period is higher than the first one. This situation might
encourage consumers to protect against price unpredictability, and financial
storage rights can hedge them in case of a congestion event. Since they
are defined as financial rights, do not affect the physical operation of the
system.
A multi-period Optimal Power Flow formulation is presented, in order to eval-
uate the effects of the storage presence. Moreover, a lossless DC power
flow is an approximation widely used in power systems. However, DC PF
does not consider voltage limits and stability, and can exhibit significant in-
accuracy for heavily loaded systems [18]. Therefore, an AC Power Flow can
be computed in order to overcome these issues and better evaluate storage
effects within electric grids. Yet, this solution is difficult for the presence of
non-convex constraints (voltages) and non-linear constraints (real and reac-
tive powers) [72]. In order to incorporate energy storage technologies within
markets, a multi-period OPF is necessary due to the time-coupled behaviour
of power system dynamic components.

While considering storage as a generation asset would bring the owner a
benefit related to arbitrage activities, the system operator could manage
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storage bringing to an increased overall benefit to the system. Reasonably,
when seeking to maximize social welfare, the overall costs for producing and
dispatching energy would be lower than in other cases. Also, if a detailed
consideration of ancillary services would be available, storage would result
in much more cost-effective investments. Under the system operator point
of view, the approaches in the literature propose that an auction would be
the best way to allocate financial rights to potential buyers. Also, both [71]
and [73] state that this auction methodology is revenue adequate, that is,
the budget surplus is greater than the overall value of financial rights. This
conditions ensures that the system operator does not incur in a financial
debt.
Having assessed the advantages for hedging consumers and the position
of the system operator, we must evaluate if the storage owner’s perspective
is profitable. Instead of gaining from arbitrage, transactions at nodal prices
bring to a revenue that is redistributed by the system operator to financial
storage rights buyers, that have to pay for those financial instruments. If the
FSR buyer partially hedges then a portion of the arbitrage revenue remains
to the system operator. Then, the storage owner receives rate payment
from the system operator from the sale of FSRs and thanks to the overall
cost benefits both in terms of diminished objective value that for ancillary
services provision to the grid. It is clear that an accurate benefits assess-
ment is necessary for storage integration
As an alternative to this method, based on the definition of dual variables for
storage congestion, [71] proposes an approach that calculates FSRs using
nodal prices at the different time steps.
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Chapter 6

Financial Storage Rights
Calculation

6.1 DC-OPF
The definition of Financial Storage Rights (FSR), divided into Power Ca-
pacity Rights and Energy Capacity Rights, comes from the Lagrangian dual
problem of a multi-period Optimal Power Flow linked by storage, with lin-
earized approximation. This model had been introduced in [1], and will be
extended to a full AC approach in the next section. The following mathemat-
ical model represents the DC Optimal Power Flow formulation in a generic
transmission system:

min
∑
i,t

fi,t(pi,t) (6.1.1)

s.t. pi,t = pchi,t + pdchi,t +
∑
k

bik (δi − δk)t (6.1.2)

pMIN
i,t ≤ pi,t ≤ pMAX

i,t (6.1.3)

bik (δi − δk)t ≤ pMAX
ik (6.1.4)

0 ≤ pchi,t ≤ pch,MAX
i,t (6.1.5)

pdch,MAX
i,t ≤ pdchi,t ≤ 0 (6.1.6)

EMIN
storage ≤ SOCi,t ≤ EMAX

storage (6.1.7)

SOCi,t = SOCi,t−1 + ηchpchi,t∆t +
pdchi,t
ηdch

∆t (6.1.8)

Where i and t denote the set of nodes and time periods. From the OPF
formulation, the Lagrangian dual problem can be expressed using dual mul-
tipliers λi for each constraint. Since some variables are limited with lower
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and upper bounds, two dual variables have to be assigned.

pi,t = pchi,t + pdchi,t +
∑
k

bik (δi − δk)t ←→ λ
(1)
i,t

pMIN
i,t ≤ pi,t ≤ pMAX

i,t ←→ λ
(2L)
i,t , λ

(2U)
i,t

bik (δi − δk)t ≤ pMAX
ik ←→ λ

(3)
ik,t

0 ≤ pchi,t ≤ pch,MAX
i,t ←→ λ

(4L)
i,t , λ

(4)
i,t

pdch,MAX
i,t ≤ pdchi,t ≤ 0 ←→ λ

(5)
i,t , λ

(5U)
i,t

EMIN
storage ≤ SOCi,t ≤ EMAX

storage ←→ λ
(6L)
i,t , λ

(6)
i,t

SOCi,t = SOCi,t−1 + ηchpchi,t∆t +
pdchi,t
ηdch

∆t ←→ λ
(7)
i,t

SOCi,0 = 0 ←→ λ
(7)
i,0

The Lagrangian for this optimization problem can be constructed from the
objective function and the constraints:

L(pi, δi, δk, p
ch
i , p

dch
i , SOCi, λi)t =

∑
i,t

(fi,t(pi,t))

+ λ
(1)
i,t (pchi,t + pdchi,t +

∑
k

(bik(δi,t − δk,t))− pi,t)

+ λ
(2L)
i,t (pMIN

i,t − pi,t) + λ
(2)
i,t (pi,t − pMAX

i,t )

+ λ
(3)
ik,t(bik(δi,t − δk,t)− p

MAX
ik )

+ λ
(4L)
i,t (−pchi,t) + λ

(4)
i,t (pchi,t − p

ch,MAX
i,t )

+ λ
(5)
i,t (pdch,MAX

i,t − pdchi,t ) + λ
(5U)
i,t (pdchi,t )

+ λ
(6L)
i,t (EMIN

i − SOCi,t) + λ
(6)
i,t (SOCi,t − EMAX

i )

+ λ
(7)
i,t (SOCi,t−1 + ηchpchi,t∆t+

pdchi,t
ηdch

∆t− SOCi,t) (6.1.9)

Setting the derivatives of the Lagrangian with respect to the primal variables
to zero, we get an optimal solution:

∂l

∂pi,t
=
∂OF

∂pi,t
− λ(1)i,t − λ

(2L)
i,t + λ

(2U)
i,t = 0 (6.1.10)

∂l

∂δi,t
= λ

(1)
i,t

∑
k

(bik) + λ
(3)
ik,t

∑
k

(bik) = 0 (6.1.11)

∂lk
∂δk,t

= λ
(1)
k,t

∑
k

(bik) + λ
(3)
ki,t

∑
k

(bik) = 0 (6.1.12)
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∂l

∂pchi,t
= λ

(1)
i,t − λ

(4L)
i,t + λ

(4)
i,t + ηchλ

(7)
i,t = 0 (6.1.13)

∂l

∂pdchi,t
= λ

(1)
i,t − λ

(5)
i,t + λ

(5U)
i,t +

λ
(7)
i,t

ηdch
= 0 (6.1.14)

∂l

∂SOCi,t
= −λ(6L)i,t + λ

(6)
i,t + λ

(7)
i,t − λ

(7)
i,t−1 = 0 (6.1.15)

The solution satisfies also the complementary slackness:

λ
(3)
ik,t(bik(δi,t − δk,t)− p

MAX
ik ) = 0 (6.1.16)

λ
(4)
i,t (pchi,t − p

ch,MAX
i,t ) = 0 (6.1.17)

λ
(5)
i,t (pdch,MAX

i,t − pdchi,t ) = 0 (6.1.18)

λ
(6)
i,t (SOCi,t − EMAX

i ) = 0 (6.1.19)

Note that only the conditions related to the lines limits and storage energy
and power constraints have been written down. Assuming that each in-
equality constraint is binding, it behaves like an equality constraint, and the
corresponding dual variable is positive and equal to the shadow price of that
constraint. Considering all the dual variables as non-zero might be physi-
cally unfeasible, but our purpose is to find an expression between the dual
variables. In case some of the inequality constraints will not be binding in
our simulations, we will consider the corresponding dual variable as zero,
and it will not affect our calculation.
Furthermore, multiplying λ

(1)
i and (6.1.2) the merchandising surplus is ob-

tained, because it is like computing the net surplus between "injections of
payments and withdrawals":

∑
i,t

λ
(1)
i,t (pchi,t + pdchi,t︸ ︷︷ ︸

Storage term

+
∑
k

bik (δi − δk)t︸ ︷︷ ︸
Flowgate term

−
Surplus term︷︸︸︷

pi,t ) = 0 (6.1.20)

From (6.1.11) (and similarly for (6.1.12)) follows that:

∂l

∂δi,t
= (λ

(1)
i,t + λ

(3)
ik,t)

∑
k

(bik) = 0 (6.1.21)

Consequently, from (6.1.21) and the complementary slackness condition
(6.1.16) we set the power flowing through a generic line at its maximum ca-
pacity pMAX

ik , and then we can therefore replace the Flowgate term:∑
i,t

λ
(1)
i,t

∑
k

bik (δi − δk)t −→ −
∑
ik,t

λ
(3)
ik,tp

MAX
ik (6.1.22)
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Since we are considering the possibility that storage has a congestion, we
can assume the corresponding inequality constraint as binding. For this rea-
son:

pchi,t = pch,MAX
i,t (6.1.23)

pdchi,t = pdch,MAX
i,t (6.1.24)

SOCi,t = EMAX
i (6.1.25)

For our purposes, in (6.1.13), (6.1.14) and (6.1.15) we can consider only the
lambdas relevant to our constraints, since in a double inequality only one of
the limits can be binding:

λ
(1)
i,t −�

��λ
(4L)
i,t + λ

(4)
i,t + ηchλ

(7)
i,t = 0 (6.1.26)

λ
(1)
i,t − λ

(5)
i,t +

�
�
�

λ
(5U)
i,t +

λ
(7)
i,t

ηdch
= 0 (6.1.27)

��
��−λ(6L)i,t + λ

(6)
i,t + λ

(7)
i,t − λ

(7)
i,t−1 = 0 (6.1.28)

We can therefore replace the the storage term in (6.1.20):∑
i,t

λ
(1)
i,t (pchi,t + pdchi,t ) =

∑
i,t

λ
(1)
i,t (pchi,t) +

∑
i,t

λ
(1)
i,t (pdchi,t ) (6.1.29)

From (6.1.26) and (6.1.27):∑
i,t

λ
(1)
i,t (pchi,t) =

∑
i,t

(−λ(4)i,t − ηchλ
(7)
i,t )(pchi,t) (6.1.30)

∑
i,t

λ
(1)
i,t (pdchi,t ) =

∑
i,t

(λ
(5)
i,t −

λ
(7)
i,t

ηdch
)(pdchi,t ) (6.1.31)

And therefore:

∑
i,t

λ
(1)
i,t (pchi,t + pdchi,t ) =

∑
i,t

(−λ(4)i,t − ηchλ
(7)
i,t )(pchi,t) +

∑
i,t

(λ
(5)
i,t −

λ
(7)
i,t

ηdch
)(pdchi,t )

=
∑
i,t

(−λ(4)i,t (pchi,t) + λ
(5)
i,t (pdchi,t ))−

∑
i,t

(ηchλ
(7)
i,t (pchi,t)−

λ
(7)
i,t

ηdch
(pdchi,t ))

(6.1.32)
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This last term is equal to:

−
∑
i,t

λ
(7)
i,t (ηchp

ch
i,t −

pdchi,t
ηdch

) (6.1.33)

That can be substituted using (6.1.25) and (6.1.8) with:

−
∑
i,t

λ
(7)
i,t (EMAX

i − SOCi,t−1) (6.1.34)

From (6.1.28):

−
∑
i,t

(λ
(6)
i,t − λ

(7)
i,t−1)(E

MAX
i − SOCi,t−1) (6.1.35)

Writing down the calculation:

−
∑
i,t

(−λ(7)i,t−1EMAX
i + λ

(7)
i,t−1SOCi,t−1 + λ

(6)
i,t E

MAX
i + λ

(6)
i,t SOCi,t−1) (6.1.36)

Using the following assumption:

λ
(7)
i,t

λ
(7)
i,t−1

=
SOCi,t
SOCi,t−1

(6.1.37)

According to (6.1.28):

−
∑
i,t

(
��������
−λ(7)i,t−1EMAX

i +
��������
λ
(7)
i,t−1SOCi,t−1 + λ

(6)
i,t E

MAX
i +

��������
λ
(6)
i,t SOCi,t−1) (6.1.38)

And therefore:

−
∑
i,t

λ
(7)
i,t (ηchp

ch
i,t −

pdchi,t
ηdch

) = λ
(6)
i,t E

MAX
i (6.1.39)

Consequently, from (6.1.32):∑
i,t

λ
(1)
i,t (pchi,t + pdchi,t ) =

∑
i,t

(−λ(4)i,t (pchi,t) + λ
(5)
i,t (pdchi,t )− λ(6)i,t EMAX

i ) (6.1.40)

And finally, from (6.1.22) and (6.1.40) we can replace the terms in (6.1.20):
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SO’s Budget Surplus︷ ︸︸ ︷
−
∑
i,t

λ
(1)
i,t (pi,t)−

∑
i,t

λ
(3)
ik,tp

MAX
ik︸ ︷︷ ︸

FTR

+
∑
i,t

(−λ(4)i,t pchi,t + λ
(5)
i,t p

dch
i,t︸ ︷︷ ︸

PCR

−λ(6)i,t EMAX
i︸ ︷︷ ︸

ECR

) = 0

(6.1.41)

Where:

∗ FTR = Flowgate Transmission Rights

∗ PCR = Power Capacity Rights

∗ ECR = Energy Capacity Rights

∗ The sum of PCR and ECR is the definition of Financial Storage Rights.

6.2 AC-OPF
A similar approach can be used starting from the following mathematical
model, that represents the Optimal Power Flow formulation in a generic
transmission system with a full AC representation:

min
∑
i,t

fi,t(pi,t) (6.2.1)

s.t. pi,t = pchi,t + pdchi,t + Vi,t
∑
k

Vk,t[gikcos (δi − δk)t + biksin (δi − δk)t] (6.2.2)

qi,t = Vi
∑
k

Vk[giksin (δi − δk)t − bikcos (δi − δk)t] (6.2.3)

pMIN
i,t ≤ pi,t ≤ pMAX

i,t (6.2.4)

qMIN
i,t ≤ qi,t ≤ qMAX

i,t (6.2.5)

P 2
ik + Q2

ik ≤ S2
ik,MAX (6.2.6)

V MIN
i,t ≤ Vi,t ≤ V MAX

i,t (6.2.7)

δMIN
i,t ≤ δi,t ≤ δMAX

i,t (6.2.8)

0 ≤ pchi,t ≤ pch,MAX
i,t (6.2.9)

pdch,MAX
i,t ≤ pdchi,t ≤ 0 (6.2.10)

EMIN
storage ≤ SOCi,t ≤ EMAX

storage (6.2.11)

SOCi,t = SOCi,t−1 + ηchpchi,t∆t +
pdchi,t
ηdch

∆t (6.2.12)
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Where:

Pik = V 2
i (gik)− gik|Vi||Vk| cos(δi − δk)− bik |Vi||Vk| sin(δi − δk)] (6.2.13)

Qik = −V 2
i

(bS,ik
2

+ bik

)
− gik |Vi||Vk| sin(δi − δk)] + bik|Vi||Vk| cos(δi − δk)

(6.2.14)

However, since the consideration of a quadratic constraint for the maximum
power brings to a complex structure of the financial storage rights formula-
tion, we will consider the maximum power as a maximum active power. A
margin can be taken from that value in order to compensate possible devia-
tions due to the reactive power flow through the line. Therefore:

gikV
2
i,t − Vi,tVk,t[gikcos (δi − δk)t + biksin (δi − δk)t] ≤ pMAX

ik (6.2.15)

From the OPF formulation, the Lagrangian dual problem can be expressed
using dual multipliers λi for each constraint:

pi,t = pchi,t + pdchi,t + Vi,t
∑
k

Vk,t[gikcos (δi − δk)t + biksin (δi − δk)t] ←→ λ
(1)
i,t

qi,t = Vi
∑
k

Vk[giksin (δi − δk)t − bikcos (δi − δk)t] ←→ λ
(8)
i,t

pMIN
i,t ≤ pi,t ≤ pMAX

i,t ←→ λ
(2L)
i,t , λ

(2U)
i,t

qMIN
i,t ≤ qi,t ≤ qMAX

i,t ←→ λ
(9L)
i,t , λ

(9U)
i,t

V MIN
i,t ≤ Vi,t ≤ V MAX

i,t ←→ λ
(10L)
i,t , λ

(10U)
i,t

δMIN
i,t ≤ δi,t ≤ δMAX

i,t ←→ λ
(11L)
i,t , λ

(11U)
i,t

gikV
2
i,t − Vi,tVk,t[gikcos (δi − δk)t + biksin (δi − δk)t] ≤ pMAX

ik ←→ λ
(3)
ik,t

0 ≤ pchi,t ≤ pch,MAX
i,t ←→ λ

(4L)
i,t , λ

(4)
i,t

pdch,MAX
i,t ≤ pdchi,t ≤ 0 ←→ λ

(5)
i,t , λ

(5U)
i,t

EMIN
storage ≤ SOCi,t ≤ EMAX

storage ←→ λ
(6L)
i,t , λ

(6)
i,t

SOCi,t = SOCi,t−1 + ηchpchi,t∆t +
pdchi,t
ηdch

∆t ←→ λ
(7)
i,t

SOCi,0 = 0 ←→ λ
(7)
i,0

The Lagrangian for this optimization problem can be constructed from the
objective function and the constraints:
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l(pi, δi, δk, p
ch
i , p

dch
i , SOCi, qi, Vi, λi)t =

∑
i,t

(fi,t(pi,t))

+ λ
(1)
i,t (pchi,t + pdchi,t + Vi,t

∑
k

Vk,t[gikcos (δi − δk)t + biksin (δi − δk)t]− pi,t)

+ λ
(2L)
i,t (pMIN

i,t − pi,t) + λ
(2U)
i,t (pi,t − pMAX

i,t )

+ λ
(3)
ik,t(gikV

2
i,t − Vi,tVk,t[gikcos (δi − δk)t + biksin (δi − δk)t]− p

MAX
ik )

+ λ
(4L)
i,t (−pchi,t) + λ

(4)
i,t (pchi,t − p

ch,MAX
i,t )

+ λ
(5)
i,t (pdch,MAX

i,t − pdchi,t ) + λ
(5U)
i,t (pdchi,t )

+ λ
(6L)
i,t (EMIN

i − SOCi,t) + λ
(6)
i,t (SOCi,t − EMAX

i )

+ λ
(7)
i,t (SOCi,t + ηchpchi,t∆t+

pdchi,t
ηdch

∆t− SOCi,t+1)

+ λ
(8)
i,t (Vi

∑
k

Vk[giksin (δi − δk)t − bikcos (δi − δk)t]− qi,t)

+ λ
(9L)
i,t (qMIN

i,t − qi,t) + λ
(9U)
i,t (qi,t − qMAX

i,t )

+ λ
(10L)
i,t (V MIN

i,t − Vi,t) + λ
(10U)
i,t (Vi,t − V MAX

i,t )

+ λ
(11L)
i,t (δMIN

i,t − δi,t) + λ
(11U)
i,t (δi,t − δMAX

i,t )

(6.2.16)

Setting the derivatives of the Lagrangian with respect to the primal variables
to zero, we get an optimal solution:

∂l

∂pi,t
=
∂OF

∂pi,t
− λ(1)i,t − λ

(2L)
i,t + λ

(2U)
i,t = 0 (6.2.17)

∂l

∂δi,t
= λ

(1)
i,t (Vi,t

∑
k

Vk,t[−giksin (δi − δk)t + bikcos (δi − δk)t])

+ λ
(3)
ik,t(Vi,tVk,t[giksin (δi − δk)t − bikcos (δi − δk)t])

+ λ
(8)
ik,t(Vi,t

∑
k

Vk,t[gikcos (δi − δk)t + biksin (δi − δk)t])

− λ(11L)i,t + λ
(11U)
i,t = 0 (6.2.18)
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∂l

∂δk,t
= λ

(1)
k,t(Vk,t

∑
i

Vi,t[giksin (δk − δi)t − bikcos (δk − δi)t])

+ λ
(3)
ki,t(Vi,tVk,t[−giksin (δk − δi)t + bikcos (δk − δi)t])

+ λ
(8)
k,t(Vk,t

∑
i

Vi,t[−gikcos (δk − δi)t − biksin (δk − δi)t])

− λ(11L)k,t + λ
(11U)
k,t = 0 (6.2.19)

∂l

∂pchi,t
= λ

(1)
i,t − λ

(4L)
i,t + λ

(4)
i,t + ηchλ

(7)
i,t = 0 (6.2.20)

∂l

∂pdchi,t
= λ

(1)
i,t − λ

(5)
i,t + λ

(5U)
i,t +

λ
(7)
i,t

ηdch
= 0 (6.2.21)

∂l

∂SOCi,t
= −λ(6L)i,t + λ

(6)
i,t + λ

(7)
i,t − λ

(7)
i,t−1 = 0 (6.2.22)

The solution satisfies also the complementary slackness conditions:

λ
(3)
ik,t(gikV

2
i,t−Vi,tVk,t[gikcos (δi − δk)t + biksin (δi − δk)t]− p

MAX
ik ) = 0 (6.2.23)

λ
(4)
i,t (pchi,t − p

ch,MAX
i,t ) = 0 (6.2.24)

λ
(5)
i,t (pdch,MAX

i,t − pdchi,t ) = 0 (6.2.25)

λ
(6)
i,t (SOCi,t − EMAX

i ) = 0 (6.2.26)

Note that only the conditions related to the lines limits and storage energy
and power constraints have been written down. Assuming that each in-
equality constraint is binding, it behaves like an equality constraint, and the
corresponding dual variable is positive and equal to the shadow price of
that constraint. Equations (6.2.20) to (6.2.22) and (6.2.24) to (6.2.26) did
not change from the previous DC approximation, since the storage con-
straints are not influenced by the linearized approximation. Multiplying λ

(1)
i

and (6.2.2) gives the merchandising surplus:

∑
i,t

λ
(1)
i,t (pchi,t + pdchi,t︸ ︷︷ ︸

Storage term

+Vi,t
∑
k

Vk,t[gikcos (δi − δk)t + biksin (δi − δk)t]︸ ︷︷ ︸
Flowgate term

−
Surplus term︷︸︸︷

pi,t ) = 0

(6.2.27)

It is reasonable that the flowgate term has now a different value, since we
are considering effects that have been neglected before. In particular, λ(11L)i,t

and λ
(11U)
i,t are terms referred to voltage angles, that are limited due to sta-

bility reasons. However, because we are considering in our approach the
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flowgate to be limited according to the thermal limits of the lines, we can
find a similar expression for FTRs and FSRs considering the operation of
the system far from these two stability limits.
Also, the following terms:

(Vi,t
∑
k

Vk,t[gikcos (δi − δk)t + biksin (δi − δk)t])(λ
(8)
i,t ) (6.2.28)

(Vk,t
∑
i

Vi,t[gikcos (δk − δi)t + biksin (δk − δi)t])(λ
(8)
k,t) (6.2.29)

can be considered as negligible. Indeed, λ(8)i,t is the term reflecting the dual
variable of the net reactive power balance at each bus. The active power
counterpart is described by λ(1)i,t that reflects the costs of the active energy
and re-dispatch (as already discussed in chapter 3). Simulations show re-
sults for λ(8)i,t very close to zero. This term can be considered as reflecting
the costs for additional reactive power requested to the system. However,
we are not considering any reactive power costs because the transmission
grid is not built for providing reactive power to the consumers. We will there-
fore neglect dual variables associated to the reactive power balance λ(8), as
well as the stability-associated dual variables λ(11L) and λ(11U):

∂l

∂δi,t
= λ

(1)
i,t (Vi,t

∑
k

Vk,t[−giksin (δi − δk)t + bikcos (δi − δk)t])

+ λ
(3)
ik,t(Vi,tVk,t[giksin (δi − δk)t − bikcos (δi − δk)t]) = 0 (6.2.30)

∂l

∂δk,t
= λ

(1)
k,t(Vk,t

∑
i

Vi,t[giksin (δi − δk)t − bikcos (δi − δk)t])

+ λ
(3)
ki,t(Vi,tVk,t[−giksin (δi − δk)t + bikcos (δi − δk)t]) = 0

Consequently, from the complementary slackness condition (6.2.23) we set
the power flowing through a generic line at its maximum capacity pMAX

ij :

gikV
2
i,t − Vi,tVk,t[gikcos (δi − δk)t + biksin (δi − δk)t] = pMAX

ik (6.2.31)

and then we can therefore replace the Flowgate term using equation (6.2.30):∑
i,t

λ
(1)
i,t

∑
k

(Vi,tVk,t[gikcos (δi − δk)t + biksin (δi − δk)t]) (6.2.32)
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with: ∑
i,t

λ
(3)
ik,tp

MAX
ij −

∑
i,t

λ
(1)
i,t gikV

2
i,t (6.2.33)

It is clear how the solution is different from the DC case, since nodal prices
have a losses-related component and cannot bring to the same results as
in that case. Furthermore, the final expression will have a FTR component,
but also a loss coefficient λ(1)i,t gikV

2
i,t.

Since we are considering the possibility that storage has a congestion, we
can assume the corresponding inequality constraint as binding, for this rea-
son:

pchi,t = pch,MAX
i,t (6.2.34)

pdchi,t = pdch,MAX
i,t (6.2.35)

SOCi,t = EMAX
i (6.2.36)

For our purposes, in (6.2.20), (6.2.21) and (6.2.22) we can consider only the
lambdas relevant to our constraints, since in a double inequality only one of
the limits is binding:

λ
(1)
i,t −�

��λ
(4L)
i,t + λ

(4)
i,t + ηchλ

(7)
i,t = 0 (6.2.37)

λ
(1)
i,t − λ

(5)
i,t +

�
�
�

λ
(5U)
i,t +

λ
(7)
i,t

ηdch
= 0 (6.2.38)

����−λ(6L)i,t + λ
(6)
i,t + λ

(7)
i,t − λ

(7)
i,t−1 = 0 (6.2.39)

We can therefore replace the the storage term in (6.2.27):∑
i,t

λ
(1)
i,t (pchi,t + pdchi,t ) =

∑
i,t

λ
(1)
i,t (pchi,t) +

∑
i,t

λ
(1)
i,t (pdchi,t ) (6.2.40)

From (6.2.37) and (6.2.38):∑
i,t

λ
(1)
i,t (pchi,t) =

∑
i,t

(−λ(4)i,t − ηchλ
(7)
i,t )(pchi,t) (6.2.41)

∑
i,t

λ
(1)
i,t (pdchi,t ) =

∑
i,t

(λ
(5)
i,t −

λ
(7)
i,t

ηdch
)(pdchi,t ) (6.2.42)
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And therefore:

∑
i,t

λ
(1)
i,t (pchi,t + pdchi,t ) =

∑
i,t

(−λ(4)i,t − ηchλ
(7)
i,t )(pchi,t) +

∑
i,t

(λ
(5)
i,t −

λ
(7)
i,t

ηdch
)(pdchi,t )

=
∑
i,t

(−λ(4)i,t (pchi,t) + λ
(5)
i,t (pdchi,t ))−

∑
i,t

(ηchλ
(7)
i,t (pchi,t)−

λ
(7)
i,t

ηdch
(pdchi,t ))

(6.2.43)

This last term is equal to:

−
∑
i,t

λ
(7)
i,t (ηchp

ch
i,t −

pdchi,t
ηdch

) (6.2.44)

From (6.2.36) and (6.2.12):

−
∑
i,t

λ
(7)
i,t (EMAX

i − SOCi,t−1) (6.2.45)

From (6.2.39):

−
∑
i,t

(λ
(6)
i,t − λ

(7)
i,t−1)(E

MAX
i − SOCi,t−1) (6.2.46)

Writing down the calculation:

−
∑
i,t

(−λ(7)i,t−1EMAX
i + λ

(7)
i,t−1SOCi,t−1 + λ

(6)
i,t E

MAX
i + λ

(6)
i,t SOCi,t−1) (6.2.47)

Using the following assumption:

λ
(7)
i,t

λ
(7)
i,t−1

=
SOCi,t
SOCi,t−1

(6.2.48)

We can neglect the following terms, according to (6.2.39):

−
∑
i,t

(
��������
−λ(7)i,t−1EMAX

i +
��������
λ
(7)
i,t−1SOCi,t−1 + λ

(6)
i,t E

MAX
i +

��������
λ
(6)
i,t SOCi,t−1) (6.2.49)

Consequently:

−
∑
i,t

λ
(7)
i,t (ηchp

ch
i,t −

pdchi,t
ηdch

) = λ
(6)
i,t E

MAX
i (6.2.50)
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Then, from (6.2.43):∑
i,t

λ
(1)
i,t (pchi,t + pdchi,t ) =

∑
i,t

(−λ(4)i,t (pchi,t) + λ
(5)
i,t (pdchi,t )− λ(6)i,t EMAX

i ) (6.2.51)

And finally, from (6.2.33) and (6.2.51) we can replace the terms in (6.2.27):

SO’s Budget Surplus︷ ︸︸ ︷
−
∑
i,t

λ
(1)
i,t (pi,t)−

∑
i,t

λ
(3)
ik,tp

MAX
ij︸ ︷︷ ︸

FTR NEW

+
∑
i,t

(−λ(4)i,t pchi,t + λ
(5)
i,t p

dch
i,t︸ ︷︷ ︸

PCR

−λ(6)i,t EMAX
i︸ ︷︷ ︸

ECR

)+

LOSS︷ ︸︸ ︷∑
i,t

λ
(1)
i,t gikV

2
i,t = 0

(6.2.52)

Where:

∗ FTR NEW = Flowgate Transmission Rights (neglecting λ(11L)i,t and λ(11U)
i,t

and assuming λ(8)i,t = λ
(8)
k,t )

∗ PCR = Power Capacity Rights

∗ ECR = Energy Capacity Rights

∗ The sum of PCR and ECR is the definition of Financial Storage Rights.

∗ LOSS is the component that brings to a LMP difference due to lines
losses.

It is highly important to mention that the quantities pMAX
ik , pchi,t, pchi,t and EMAX

i

are the quantities that bring to the whole financial rights value. That value
has to be redistributed to multiple participants, since they are allowed to buy
a percentage of the financial right (transmission or storage).
In this model we made the assumption that voltage angles are within their
limits. If we want to consider stability limits what is going to change in the
previous expression is the flowgate term. Storage-related terms were intro-
duced in the same way and bring to the same results.
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Chapter 7

Simulations

7.1 General Considerations
For the purpose of testing and simulation, the software GAMS (General Al-
gebraic Modeling System) have been used and different algorithms have
been chosen from GAMS solvers database. The two different approaches
chosen are relative to a DC approximation of the optimal power flow formu-
lation, and the AC-OPF.
The main problem related to AC formulations is the computational complex-
ity that, in real systems, can be a key factor because of the size of power
systems. Therefore, DC approximations are widely used both in power sys-
tem analysis and in market-related simulations.
For the implementation of the codes, it has been considered that:

– Grid data, as well as load and generation characteristics, are loaded
into GAMS from an external Excel file. In this way, different grids can
be studied without changing the code.

– The sets are defined for: nodes, branches, time periods, PV nodes
and slack bus, nodes with batteries.

– Tap changing transformers and phase shifting transformers have not
been considered in our model, because they can increase heavily the
complexity of the system, see [18] for their integration in a OPF model.

– The decision variables and parameters depend on the model. In gen-
eral, the unknown variables depend on the choice of each bus, as
stated in chapter 3.

– Ramp rates have also been neglected, but they can be easily incorpo-
rated ensuring that, e.g., PG,t+1 − PG,t ≤ Pmax

rampup.

– Network characteristics, load data and generator limits have been taken
from a 5-bus example. Results for the AC-OPF are very close to the
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original model presented in [18], except for very small numerical er-
rors. Also, lines limits are introduced for giving a more realistic study
of the grids, as well as a computation of financial transmission rights.

– the solvers used for the linear cases is CPLEX, and for NLP prob-
lems is CONOPT. Most of the simulations were non-linear even for the
DC-approximation, because of the non-linear structure of the objective
function.

The model starts with the definition of the physical characteristics of the grid
in terms of resistances and reactances. It is also possible to consider par-
allel admittance both for lines features that in terms of shunt admittances.
After building the bus susceptance matrix and in the case of AC-OPF also
the bus conductance matrix, the bus admittance matrix can be found. The
admittance angle matrix have not been computed, because of the choice of
rectangular coordinates Gik and Bik. Given the resistance and reactance,
the series conductance and susceptance can be found through:

G = <{Y } =
R

R2 +X2
(7.1.1)

B = ={Y } = − X

R2 +X2
(7.1.2)

Then, the conductance and susceptance matrices are found using the rules
explained in chapter 3 for diagonal and off-diagonal entries.
For having a specific overview of the storage advantages, the State of Charge
at the beginning and at the end of the simulations are set to be equal,
SOCi,t0 = SOCi,tfinal

.
All quantities, unless otherwise specified, are expressed in per unit.

7.2 DC - AC Results Comparison
In the following tables all the input data for the simple test case can be
found, they are taken from an analogous example in [18]. For this simple
case, congestion is not considered, but can simply be valued setting the ca-
pacity of some lines to 0.6 p.u. or less (or increasing the load).

Table (7.1) shows generating limits both for active and reactive power. ’Lin-
ear’ and ’quadratic’ are the coefficient that multiply the power and the squared
power, considering a classical quadratic cost function. Table (7.2) shows the
voltage limits for each bus, considering the slack bus as the connection to
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Figure 7.1 5 bus system, single line diagram.

P_G,min P_G,max Q_G,min Q_G,max linear quadratic
bus1 -20 20 -2 2 0.35
bus2
bus3 0.1 0.4 -0.2 0.3 0.2 0.4
bus4 0.05 0.4 -0.2 0.2 0.3 0.5
bus5

Table 7.1 Generators data [18].

V_min V_max g_shunt b_shunt P_Load Q_Load
bus1 1 1
bus2 0.95 1.05 0.3
bus3 0.95 1.05 0.05
bus4 0.95 1.05 0.9 0.4
bus5 0.95 1.05 0.239 0.129

Table 7.2 Bus and Load data [18].

R X gS2 bS2 Limit
bus1 bus2 0.3 1
bus1 bus3 0.023 0.145 0.04 1
bus2 bus4 0.006 0.032 0.01 1
bus3 bus4 0.02 0.26 1
bus3 bus5 0.32 1
bus4 bus5 0.5 1

Table 7.3 Lines data [18].
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the ’main grid’. The other columns represent the shunt elements and load
data.
Table (7.3) lists the grid data in terms of resistances and reactances. Here
the shunt elements represent the physical behaviour of the line. ’Limit’ is the
maximum power that can flow complying with the thermal limits of each line.
The DC approximation neglects the reactive power flows, resistances and
voltage limits. Therefore, the corresponding columns are not introduced in
the model.
Results show a good approximation in terms of phase angles, and the volt-
age value is not too far between the two cases (about 5-6%). When com-
puting active power, differences can be quite high because they are com-
puted using voltage values, trigonometric functions and comprise the resis-
tive part. Therefore, relative deviations on active power is more significant,
while the reactive power has a maximum error, since it is neglected in the
DC approximation, see Table (7.6).

V [p.u.] Angle [degree]
DC AC DC AC

bus1 1 1 0 0
bus2 1 0.99 -8.077537 -8.435
bus3 1 0.9795 -3.585418 -3.803835
bus4 1 0.9776 -8.939141 -9.246847
bus5 1 0.95 -8.346616 -8.802888

Table 7.4 DC-OPF/AC-OPF results comparison: Voltages and phase an-
gles.

P [p.u.] P_G [p.u.] Q [p.u.] Q_G [p.u.]
DC AC DC AC DC AC DC AC

bus1 0.9015 0.94541 0.901 0.945 0 0.131914 0 0.132
bus2 0 0 0 0 0 0 0 0
bus3 0.1875 0.19421 0.187 0.194 0 0.02777 0 0.028
bus4 -0.85 -0.84309 0.05 0.057 0 -0.2 0 0.2
bus5 -0.239 -0.239 0 0 0 -0.129 0 0

Table 7.5 DC-OPF/AC-OPF results comparison: Generated and net active
and reactive powers.

It can be relevant now to consider an increasing load framework, because
we know that DC approximations suffer inaccuracy when the system is
stressed and electrical quantities are closer to their operating limits. This
can happen in real systems, and is really relevant when computing financial
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Relative Error [%]
Voltages up to 5.26%

Voltage Angles up to 5.74%
Active Power up to 4.64%

Generated Active Power up to 12.28%
Reactive Power maximum

Generated Reactive Power maximum

Table 7.6 Relative error between DC-OPF/AC-OPF.

transmission rights, since they take value only in the case of transmission
congestion.
The same models have been investigated with an increase of load (+40%),
and a multi-period increasing load (up to 100%). While inaccuracies relative
to voltages and phase angles might be acceptable (up to 6-7%), generated
and net active power errors increase more significantly. Having considered
relative errors, it results that phase angles are even more accurate when the
system is highly loaded (but still not congested).
Finally, when the load is increased too much, it has been seen that the DC-
OPF is still feasible in this 5 bus example, while the AC-OPF is unfeasible
using GAMS.

In figure (7.2), an incremental load has been applied in a 10 time steps
framework. The reactive power has been chosen as decreasing, to accom-
modate the increase in real power. In the last time step, the power at bus 3
hits the operating limits of its generating unit, resulting in a zero error, while
the power generated at bus 4 has a high error (∼ 30%). From t7 onwards,
congestions on the lines play a key role in the results accuracy.

It is more important for our purposes considering the errors in the nodal
prices. The computation of marginal values in general has been done us-
ing the MARGINAL feature of GAMS. In order to find the nodal prices (or
shadow prices), we must calculate the marginal of the nodal balance equa-
tion at each node. Figure (7.3) shows how in percentage these nodal prices
differ when comparing the DC approximation with full AC-OPF.
LMPs, as expected, have a small deviation in low-load conditions. This is
caused by the LMP factor due to losses, that is small if compared to the
LMP factor due to congestions (see equation (3.5.1)). As the load increases
leading to congestions in the grid, the LMP increases in value and lacks in
accuracy. LMP at bus 1 has no error since the slack bus is the cheapest
generating supply, and an increase in load would not lead to a re-dispatch
calculation.
Locational marginal prices, as well as other marginal values are used for cal-
culating financial transmission rights and financial storage rights (see equa-
tion (6.2.52)). Marginal values computation is often realized using DC-OPF
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Figure 7.2 Relative errors on phase angles and net active powers, 10 time
periods.

in real cases, and this might bring to non-negligible errors on LMPs calcula-
tion [74].
Computational complexity might still be a key factor when ignoring the use
of AC-OPF for certain purposes. Therefore, it can be good to choose a
trade-off between the two models to get closer in terms of results accuracy.
This can be done by including real behaviours of variables into the DC-OPF
or via relaxation methods of the AC-OPF.
Several ways have been introduced to improve the accuracy of the DC ap-
proximation. [75] proposes a loss compensation method and an α-matching
DC-PF formulation. [27] assesses how line losses, the reactive power inclu-
sion in the apparent power and phase angle consideration improves the
accuracy, while [76] focuses on the network capabilities and introduces a
reactive power flow integration into the DC-OPF.
One simple known way to integrate losses in the DC formulation is replac-
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Figure 7.3 Relative errors on Locational Marginal Prices (LMPs).

ing the power flow balance equation [26] [77] with an equation considering
a power losses approximation. The power flow in a line from nodes i to k
can be computed as:

Pij = V 2
i (Gij)−Gij|Vi||Vj| cos(δi − δj)−Bij |Vi||Vj| sin(δi − δj)] (7.2.1)

And the losses are (see chapter 3 for the calculation):

PLOSS,ij = Pij + Pji = Gij (V 2
i + V 2

j )− 2Gij |Vi||Vj| cos(δi − δj) (7.2.2)

Neglecting the voltages level (that is set to 1 p.u.):

PLOSS,ij ≈ 2 ·Gij − 2 ·Gij cos(δi − δj) = 2Gij(1− cos(δi − δj)) (7.2.3)

Using small angle approximations:

cos(δi − δj) ∼ 1− (δi − δj)2

2
(7.2.4)

And therefore:

1− cos(δi − δj) ∼ �1− �1 +
(δi − δj)2

2
(7.2.5)

PLOSS,ij ≈ 2 ·Gij
(δi − δj)2

2
(7.2.6)

83



7. Simulations

And finally:

PLOSS,ij ≈ Gij(δi − δj)2 (7.2.7)

We can now replace the balance power flow equation in the DC approxima-
tion with:

PG − PL −
∑

Bij(δi − δj) = PLOSS,ij ≈
1

2
Gij(δi − δj)2 (7.2.8)

The 1
2

factor is necessary for not including the losses of a single line in both
the nodal balance at bus i and j. Furthermore [77] shows that this quadratic
function can be approximated via piece-wise linearization, while [26] shows
an alternative approximation as a conic quadratic problem.
Finally, [28] covers also the role of storage integration while computing power
losses, and together with [78] state that DC-approximations play a critical
role while assessing storage siting and sizing problem. This can lead to
a "sub-optimal energy storage systems integration decisions" according to
[28].

7.3 Storage Role
The storage integration brings several advantages that have been discussed
in the previous chapters. As reactive power-related benefits are not eval-
uated in these simulations, storage devices are not allowed to exchange
reactive power with the grid. This can be done, as with power balance
equations, by adding charging and discharging terms to the reactive power
balance equations. In that case, a quadratic inequality constraint has to limit
the apparent power provided by the inverter/battery.

The similarities outlined in the previous chapters between lines and storage
devices bring those devices to a positive consideration within a congestion
framework. Transmission expansion planning are typically realized with the
deployment of new lines, but as storage got cheaper and becoming well
regarded, a deferral of new lines can be possible deploying large-scale stor-
age systems.
Typically, energy prices are cheaper in low-load conditions and increase in
peak periods. This increases the profit of storage devices and allows grids
to redistribute the load to a larger time-frame. The following simulations, run
under the increasing load conditions of the previous example, show how
electrical quantities are affected by the presence of BESS.
A storage device is introduced at bus 5, since it is the only bus with a load
without a generating unit. Several other choices are possible and would lead
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to different results. However, it is not relevant for our purposes the place-
ment choices of the storage device.

Figure 7.4 Phase angle at bus 5.

The phase angle at bus 5 follows a more stable trend when considering
storage (brown line). The negativity of the angles means that power is go-
ing from the slack bus (δ1,t = 0) to the other nodes because of the cheaper
cost for energy.
Regarding the generated powers, figure (7.5) refer to the generated power
from the slack bus and the most expensive generator in the system. The
storage system is charging in the first periods and discharging when load
is higher (and then the costs are higher because of the quadratic objective
function). More power is required from the (cheap) slack bus in the first time
periods in order to charge the storage device, and less power is required
from the (expensive) generator 4, that was asked to produce quite a lot of
power at t9 and t10 when storage was not yet introduced and congestions
were increasing the costs of the system.
However, the single equations increased from 441 to 451, and the single
variables from 441 to 471: 10 equations for the update of the SOC and 3
variables representing Pch, Pdch and SOC. This increase in variables and
equations is linearly greater if considering more than one storage device.
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Figure 7.5 Power generated from the slack bus and the most expensive
generator

7.4 Financial Transmission Rights and
Financial Storage Rights

Storage characteristics have not been mentioned in the previous sections.
The storage device introduced has a great storable energy and high power
rate limits. In the 10-time-periods simulations it charged up to 1 p.u. and dis-
charged back to the initial state of charge. Having introduced a multi-period
monotonic power, it is reasonably charged a lot in the very first time steps
and follows a dual behaviour discharging when the load and the costs are
very high. However, the maximum charging and discharging powers are not
reached and, according to eq. (6.2.52), only the Energy Capacity Right has
value (for 3 time periods). If, for example, we can introduce a high-power,
high-energy storage device in our system, we might be uncertain about the
utility of Financial Storage Rights as well as storage arbitrage possibilities.
In other words, if the overall storage capability of the grid allows the system
operator to perfectly balance the supply levelling the load (figure 4.4), then
the investments in storage would be uneconomic because of the small price
differences between the time periods investigated. According to [79], the
price difference in a time framework, acts as "price signals" for investors in
order to realize if investing in storage would be profitable or not. If, in the fu-
ture, there will be a great amount of storage devices in the grid, the benefits
would be less concrete and the investments would have a lower return.

Financial Storage Rights have a hedging role in electricity markets, and
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allow system operator to redistribute the surplus resulting from storage con-
gestion events. If the capacity of storage devices will be very high, the
congestion will hardly occur and the rights value would be zero, just like
the case in which a highly meshed grid will hardly have frequent congestion
events due to multiple interconnections. In that case, the market partici-
pants would have less interests in hedging against price volatility that has
been reduced by the presence of storage. On the other hand, the storage
owner would not benefit from selling Financial Storage Rights and would
only earn rate-based payments from the system operator. Therefore, the
return of investment, would be exclusively related to these payments and
the usefulness of storage for the grid.
For those reasons, in these section the storage device has been set to an
energy capacity of 1 "p.u. per hour", charging and discharging rates at 0.2
p.u. and -0.2 p.u. respectively, while maintaining the efficiencies to the unity
for simplicity.

The financial rights calculation comprise both flowgate and storage rights,
but for the sake of simplicity we consider them in separate cases. We re-
fer the reader to the papers previously cited for a comprehensive view of
simultaneous rights allocations under "simultaneous feasibility" conditions.
As previously discussed, it can be useful for a market participant to hedge
against spatio-temporal price volatilities buying FTRs and FSRs [1].

We begin with a simple example in which we show how using DC approxi-
mation results in an exact match between merchandising surplus and finan-
cial transmission rights value. Summing up:

– In case of a DC approximation, nodal prices have no losses compo-
nents and completely depend on the additional costs of energy and
congestion re-dispatch costs.

– If no congestion occurs, the LMP is the same at every node and equals
the linear costs of the slack bus (0.35 k$

p.u.
), that is the cheapest gener-

ating unit (no quadratic components have been considered so far).

– Figure (7.6) shows that, increasing the load from t1 to t10, no conges-
tions occur up to t7. Nodal prices difference at t8, t9, t10 is caused by
congestion.

The line interested by the congestion event is branch 1-3. According to
equation (6.2.52), we can calculate the congestion surplus (CS) or mer-
chandising surplus as: ∑

i,t

λ
(1)
i,t pi,t = MS (7.4.1)

87



7. Simulations

The total Financial Transmission Rights value (FTR) can be computed from
the line shadow price (or dual variable):∑

i,t

λ
(3)
ij,tpij,MAX = FTR (7.4.2)

Figure 7.6 LMPs [ k$
p.u.

] in incrementing load simulation .

Figure 7.7 Financial Transmission Rights and congestion surplus match
[ k$
p.u.

].

As expected, the FTR result in a zero value when there is no congestion,
while they perfectly match with the congestion surplus when congestion oc-
curs.

When computing the same simulation case with the AC approach, it is clear
that the surplus cannot be equal to the FTR term due to a component that
we called LOSS in the calculations in chapter 6. Trying to compute λ(1)gi,kV 2

i

gives an approximation on LMP component due to line losses. However,
this approximation gave rough results in terms of accuracy. Several differ-
ent computation possibilities have been presented for calculating the loss
component of locational marginal prices, we refer the reader to [80], [81]
and [82] for this topic. Typically, the loss component is found using penalty
factors (or delivery factors) for each bus [82]. For the sake of simplicity, since
our formulation is not directly referring to LMPs but relate shadow prices with
power injections, using (6.2.52) we can directly compute the LOSS compo-
nent from the congestion surplus and financial transmission rights value.
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Figure 7.8 Financial Transmission Rights, congestion surplus and loss com-
ponent in case of AC results [ k$

p.u.
].

When comparing the two results tables, we show that the approximations
bring to a non-negligible error.
As shown in figure (7.8), any loss component considered would not match
perfectly the expression (6.2.52) in terms of congestion surplus and finan-
cial transmission rights. It has been demonstrated that, under non-convexity
conditions, the revenue adequacy might not be obtained [80]. Thus, as a re-
sult, for our purposes the problem needs to be convex to ensure that the
system operator does not incur in a financial deficit debt (even if quite low).
Convex relaxation or losses incorporation methods are worth investigating
in the framework of locational marginal prices and financial rights.

Having assessed the importance of precise mathematical models for the
description of market-related FTRs and LMP calculations, we introduce now
storage in our simulations and see how financial storage rights can be com-
puted. As in the previous case, the marginal feature in GAMS can provide
the computation of dual variables at each time period. We use here the
same notation as in chapter 6, and calculate Energy Capacity Rights (ECRs)
and Power Capacity Rights (PCRs). Charging and discharging rates are
considered smaller than in section 7.3 for showing the role of PCRs. Mean-
while, a quadratic cost function is considered also for the slack bus.
As a first result, the Financial Storage Rights computation match with the
nodal inter-temporal transaction scheme. In the previous chapter, we dis-
cussed about the possibility of implementing FSR either as a sequence of
nodal price transaction over the time periods [71], or using a constraint-
based approach [1]. In figure (7.10) we can see how Financial Storage
Rights can be computed through the summation over all the time periods of
the different components of eq. (6.2.52):

– CS is the congestion surplus table, calculated with nodal dual prices
and power net balance.

– PCRch, PCRdch and ECR are respectively the power capacity rights
for charging, discharging and energy capacity rights;
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Figure 7.9 FSR computation, first approach [1].

– The values in red boxes must not be considered when computing FSR,
because they refer to dual variables not relevant in the congestion
events (e.g. when the storage device has a SOC = 0 or pch = 0 or
pdch = 0);

Financial Storage Rights total value can be computed now as:

PCRch + PCRdch + ECR = −0.03549− 0.03725− 0.19517 = −0.2679k$
(7.4.3)

Following now another approach, by calculating the arbitraging sequence of
nodal transactions [71]: ∑

setC,t

λ1setC,tpsetC,t (7.4.4)

Where setC denotes the set of nodes with batteries. The following figure
shows how the same result is computed with this second approach.

Figure 7.10 FSR computation, second approach [71]

The two results match for the value of Financial Storage Rights, but there
is a remaining term, necessary to compensate the full congestion surplus,
that corresponds to the loss component and to inaccuracies due to the sim-
plification of the branch limit inequality constraint from (6.2.6) to (6.2.15).
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Chapter 8

Conclusion

In this thesis, after introducing the main topics around the integration of
storage devices in future grids, an AC-OPF model is presented. Financial
Transmission Rights and Financial Storage Rights are calculated from the
KKT conditions following a similar approach as in [1], but another method is
also presented using nodal price transactions [71]. So far, to the best of our
knowledge, all the papers dealing with FSRs focus on a DC approximation
commonly used in many fields of power systems. However it is shown that,
as expected, the approximations of DC models can yield imprecise results.
Yet, when dealing with pricing and markets, results accuracy is an important
factor.
It has been highlighted that dealing with an AC-OPF could result in problems
if the structure of the problem is non-convex [80]. The most reasonable
model for accurate financial rights calculation seems to be a convex AC-
OPF or an enhanced DC-OPF.
This thesis is framed in the context of storage integration in transmission
grids. Financial rights could help investors decouple the storage operation
from any wholesale market mechanisms, leaving the system operator the
task of utilizing it to maximize social welfare.
Since storage technologies will be fundamental to guarantee a good level of
autonomy and flexibility, a detailed consideration of their benefits is essential
for ensuring an appropriate return of investment.
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Chapter 9

Future Work

9.1 Model Extensions

As we have seen, several problems may occur when choosing a DC approx-
imation of Optimal Power Flow, or using a full-AC approach.
Also, coupled with the deployment of a huge amount of distributed gen-
eration devices, relatively small sized storage systems can help avoid con-
gestion in grids where the configuration is radial or weakly meshed. Further-
more, several other services can be supplied by storage systems in general.
Ancillary services can be provided by a variety of storage technologies.
Adding such evaluations to the mathematical model would lead to a more
accurate assessment of potential benefits. E.g., as discussed in chapter
3, optimal reactive power flow seeks to minimize power transfer losses, re-
questing reactive power from storage devices. If an increased penetration
of renewable energy sources is expected, the merit order curve would lead
to decreased overall prices, because PV and wind technologies have very
low operating costs. In such framework, it may be reasonable to minimize
network losses instead of production costs.
The incorporation of ancillary services can be a viable way. However, since
AC-OPF is already computationally demanding, adding new complexities
could lead to an infeasible problem. Probabilistic approaches can therefore
see a variety of applications due to the nature of such uncertain problems.
Furthermore, due to AC-OPF complexity, it can be reasonable to get closer
to its results without considering the full AC approach: relaxation methods
for the AC model or losses integration for the DC approximation can lead to
quite good results with reasonable computational complexity.
Conceptually, the model previously presented can be applied to meshed
transmission grids. However, a similar approach can be used to extend the
utilization of storage systems at the distribution level. However, pricing in
distribution grids needs to follow the nodal scheme as in the transmission
counterpart.
An accurate and detailed Financial Storage Rights framework would need

93



9. Future Work

the incorporation of such instruments in auctions as shown in [73].
Finally, a more precise model with characteristics of storage devices that
also depend on aging of the batteries would lead to more accurate results
when dealing with return on investment calculations.

9.2 V2G

Road vehicles and automobiles are the most common means of transport
in the world. Since future power grids will be highly dependent on renew-
able energy systems, EVs contain a battery and can provide an affordable
high-power density supply for this grid support: this is named V2G (Vehicle-
To-Grid) mode operation.
Only a few countries have nowadays a discrete number of plug-in electric
vehicles, but in the near future there will be an exponential growth in sales
that could bring to a potential widespread of V2G systems. Storage systems
spread throughout the territory will lead to a direct instantaneous exchange
of electric power with the grid, improving its stability, reliability and efficiency.
As a potential forecast, millions of new EVs (Electric Vehicles) are expected
to be manufactured in the upcoming years (figures (9.1) and (9.2)), leading
to a non-negligible contribution brought by EVs connected to the grid, con-
sidering also that they are typically used just for a short time over the day.
Since the grid operates in AC, and the battery is charged using DC, a power
electronic converter is required. High-power charging systems are decreas-
ing the time required to a full charge of the battery, resulting in a high avail-
ability for V2G purposes. Since EVs have been considered as loads for the
grid in the past, a new infrastructure is needed for the double purpose of
charging the vehicle when needed (G2V operation mode) and discharging
EVs batteries in V2G operation mode. This role is mainly covered by a bidi-
rectional power electronic converter, and other devices in order to optimize
the connection to the grid. If connected to the grid, EVs also offer other an-
cillary advantages: voltage and frequency regulation, reactive power com-
pensation, active power regulation, current harmonic filtering, load balanc-
ing and peak load shaving (rearranging power required by the loads over a
wide range of hours). V2G costs include batteries degradation, power elec-
tronics maintenance, additional devices for grid optimal connection and for
charging/discharging the batteries according to the needs of the grid or the
owner’s specific claims.
Despite the huge negative impact brought by Covid-19 pandemic to the au-
tomobile industry, the share of hybrid and electric vehicles is growing, allow-
ing the transition to an electrical energy-based transportation sector.

It is expected that the market share of EVs will keep growing and will be one
of the key technologies for power grid autonomous operation. As we can
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Figure 9.1 New passenger car registrations by fuel type in the European
Union: Q1 2021, [83]

see from data publicly available on ACEA website [83], the market share is
highly dependent on the country, and policies play a critical role. Concern-
ing charging points, most of the stations are located in a few countries, but
in the near future a widespread of both EVs and charging stations will be
possible. Since power electronics is used for these applications, accurate
control techniques are necessary for matching the requirements in terms of
voltages and currents. Many other details and issues must be discussed
when introducing V2G mode operation: power quality and connection to the
distribution grid, SOC, SOH and EV’s owner availability. It is essential that
EVs widespread will be combined with a fewer fossil fuels-dependent soci-
ety, for reduced overall emissions. There are many other issues related to
EVs market (like batteries waste management, or bigger demand for new
materials in automotive sector) but there are several advantages introduc-
ing V2G technology.

Therefore, some research projects have been established in order to better
assess the benefits brought by V2G mode operation to the grid. One of
the first pilot projects have been launched in September 2020 inside FCA’s
Mirafiori industrial area in Turin, Italy. The main idea of these projects is to
‘aggregate’ a great number of vehicles in the same point of connection, as
flexibility resources that can provide services to the grid. Along with these
pilot projects, it is important to fairly recognize the benefits brought by V2G
[84]. Again, the regulatory framework has a great importance, because both
the EV owner and the companies involved need to gain a revenue from V2G
operation mode. The former expects an income because of the use of its
battery, the latter ones need to recover the cost related to the use of innova-
tive bidirectional converters and measurement devices, providing ancillary
services [84].
Financial storage rights could be an interesting way to help integrate EVs
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Figure 9.2 New passenger car registrations in the EU by alternative fuel type
[83]

into the grid, in countries in which nodal pricing is applied. Several difficul-
ties may arise from such an application, since research is still focused on
bringing the right revenues to the owners of EVs when operating in V2G
mode. However, large hubs connecting EVs in an aggregate way might
be considered as a flexibility resource for the grid, similar to a utility-scale
storage plant. In this framework, the consideration of these hubs as trans-
mission assets could bring to an additional source of revenue for both the
owner of the vehicle and the company providing the charging stations, be-
cause the overall social welfare would be enhanced.
The participation in wholesale markets is unfeasible for small-scale partic-
ipants as well as distributed resources, because the market would be in-
tractable with a huge number of participants, and because the regulations
of the market is too complex for a single small contributor. The introduction
of "aggregators" will help these distributed energy resources to manage the
interaction with the wholesale markets [3].
All these considerations are placed in the framework of integrating new flex-
ibility sources in the grid, as discussed in the previous chapters of this the-
sis.
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